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CHAPTER l

INTRODUCTION

MATER POLLUTION ZN ESTUARIES

Since some 608, of the world's population lives

in delta and coastal regions �!+, man has for cen-

turies been using the most, economical and convenient

means of sewage disposal � d'scharging it directly into

rivers and estua=ies. Kith the ever increasing popu-

lation and industrial growth, waste loads are increas-

ing at a startling rate and are threatening to turn one

of our greatest natural resources into an alarming nat-

ional problem. This fact. is well verified when Looking

at the progress of water classified as polluted over a

period of time. A typical example is Narragansett Bay,

as shown in Pigs. 1 - l through l - 6 �!.

* Numbers in parenthesis refer to items in the Bibliography.



FXQ. l-l NARRAGANSETT BAY POLLUTXQN � l880 �!



FIG, 1-2 NARRAGANSETT BAY POLLVTXON -19



PICU



FZG. 1-4 NARPBGAHSKTT BAY POLLUTTOL'7 - 1947 �!



FXQ. 1-5 NARMGA'7SETT BM POLLUTXOH' � 196K �!

-6-



PIG. 1-6 NARBAGAMSETT BAY POLLUTlQN -1969 �!
I



The ecosystem of an estuary is a delicate

balance of chemical, physical, and ecological fac-

tors. A natural system such as this may tolerate

a limited amount of human interference by discharg-

ing treated and untreated wastes into its waters.

This ability is commonly referred to as the assimu-

lative capacity or self-purification capacity of an

estuary. Within this extent, the ecological balance

of the system will tend to be restored to an equil-

ibrium position with no detrimental effects to the

ecology of the estuary. However, if interfered with

beyond this limi" a new system balance .~.ill be achieve"

which leads to loss of wildlife and fish, over-

growth of some undesirable aquatic and benthic life and other

consequences which have long-range effects and have

not even been fully determined. The subsequent loss

of valuable estuary resources such as fishery, w' ldlife,

and minerals, summarized by Di Luzio �!, shows that

continued estuary pollution and its conseqnent changes of the

ecosystem are a threat to the quality and even continuance

of man's existence in



these areas both for the immediate present and

future generations of mankind.

Estuary pollution can usually be divided into

three general categories � bottom, surface, and liquid

wastes. Bottom wastes are usually in the form of de-

posits of inorganic or organic matter which are in-

soluble. These deposits tend to build up in chan-

nels and similar hydrographic features. Their removal

is usually accomplished by dredging which often is a

very expensive and. time-consuming process. Many of

these bottom deposits also can exert a considerable

~en de>and on he estu rine wa ez; and l a" to local

eutrophication. On the other hand, surface wastes are

usually buoyant materials such as oil which tend to block

important surface transport phenomena � such as re-

areation and heat and light transmission. However, the

most important pollution source is that caused by liquid

wastes. These are critical since they refer to the

majority of the pollution loads discharged into an

estuary - i.e. the carbonaceous, nitrogenous, phos-

phorous, and other soluble organic and



inorganic matters derived from sewage and other

waste discharges. The organic matter is of im-

portance since it serves as a food source for bac-

teria and other organisms whose existence may be

detrimental to various water uses. Therefore, this

study will deal primarily with the liquid wastes.

The others, surface and bottom, only being indirectly

, considered.

To predict accurately the quality of water re-

quires answers to the following questions �!.

 l! Bow is a giren poilu. an fro... a source

transported and. distributed through an

estuary as a function of time?

�! How rapidly does the decay or generation

by natural processes add or subtract from

the water quality parameter being used. as

an indicator?

The first question is primarily one involving the fluid

mechanics of mass transport in the estuary. The processes

-10-



involved are advective transport of a constituent

due to the mean tidal velocity and dispersive trans-

part produced mainly by turbulent mixing, These

values are related solely to the physical hydro-

dynamical or flow characteristics of the estuary and

are both time and space dependent. The second cpxes-

tion is chief'ly concerned with the chemical and micro-

biological processes of species generation and decay,

These variables tend to be temperature and time de-

pendent and in cases concentration dependent.

Mater quality models describing both the hydro-

dynamic transport and the d=cay oc genera"ion of a

specific parameter usually assume the form of a mass

transport <uation with a specific source-sink or

reaction matrix term. Normally the types of models

developed can be divided into two general classes, con-

servative and. non-conservative. The non-conservative

models can also 'be further subdivided into one-stage

through multi-stage reaction schemes, To aid in visualiz-

ing the mathematical structure of these models an example

of each is presented.



Exam le l � Conservative Case Salinit or Chlorinit

 l. 1!

Conservative constituent such as salinity orS
a

chlorides

u,v,w, � x,y,z

respectively

e ,e ,e � x,y,z - directed diffusion coefficients,
x y z

respectively

Exam le 2 � t~on-Conservative. Single-St@ e Reaction Case

 Coliform!

hc ~ Bc
w~-~ e~!

 l. 2!hC ~ BC
 e ! - �  e ! -K C +Co

3y y c}y 3z z hz cd o s

-12-

hs
a

u � +

bs,
y hy

hs
a

hy

!
Bz

hs hs

+ w p � ~  e ~ !
Bs

  e ! = 0
z Bz

directed velocity components,



u,v,m � x,y,z � directed velocity components, respectively

e e e � x y z � directed diffusion coefficients, re-xP yt

spectively

Exam le 3 - Non-Conservative. Two-Stace Reaction Case

 D.O. � a.o.D.!

3L' Bx, 3x, hr. 3r,+ u � + v + w  e � !
Bt 3x hy 3z bx x Bx

�. 3!
.gL 3L

 e ~ !
8z z 3z 0

 B.O.D.! equation

bc�   e � !
chic x hx

hc
+ W3c bc �bc

 e � ! -  e � ! =-KL+K  c -c! +Sdc > Bc
by y By Bz z Bz y a SZT

 D.o. equation!

-13-

C
0

K d

Co
S

concentration of coliform bacteria  MPH!

decay constant for coliform bacteria �/sec!

source of coliform bacteria  MPN/sec!

� biochemical oxygen demand.  B.O.D.! concentration



u,v,w-x,y, z � directed velocity components, respectively

e,e,e - x,y,z � directed diffusion coefficients,
x y

respectively.

B.O.D. decay coefficients �/sec!

point. load of B.O. D.  mg/l of B.O. D./sec. !

reareation coefficient, for dissolved oxygen

�/sec! .

c � saturation level for dissolved oxygen  mg/l!

SAT concentration of dissolved oxygen  D.Q. !  mg/1!
source or sink for D.O.  mg/1 sec!

Higher order reaction schemes such as that

the nitrogen cycle have not been shown but follow a

similar pattern. A careful survey of the reaction

schemes presented shows a common mass transport eq-

uation with varying reaction terms. Hence, the develop-

ment in this work will be based on the basic mass trans-

port equation with indications as to how multi-stage

reaction mechanisms may be added.

The ability to predict the actions of these systems

on the estuary is then the chief concern of a well con-

structed water quality model. This model thus provides

a method to study the technical alternatives to various

-14-



political, legal and administrative decisions and

should aid in managerial approaches to control pol-

lutian in an estuary.

P RESENT STUDY

Mark in estuary water quality has progressed

rather rapidly in recent years w'th the development

of mathematical models or the one«dimensiona' �,4,5!

and vertically-averaged., two dimensional �! mass-

transport equations. An excellent summary of the cur-

rent status of research in this area is provided in a

report published by the TRACOR Corporation �!.

In all these models, however, no account has been

taken of the vertical structure which is found in many

estuaries. A typical example of this structure can be

seen in regions of partial mixing and stratification

such as at the head of Narragansett Say. Here, there

-15-



appears a 305 variation in the dissolved oxygen

content between the surface and bottom water layers

 S!. Other partially mixed and stratified estuary

reaches undoubtedly show similar vertical structure

M water quality parameters,

The present study will develop a two-dimensional,

laterally or cross-stream averaged, mass-transport

equation such that vertical structure will he in-

corporated into the model. Then using an A.D.X.

 Alternating Direction Implicit! finite-difference

technique to approximate the original para&lie, partial

dif ferential, mass-transport equation, "he ceo-dim-

ensional concentration fields will be predicted as a

function of time.

To adequately model al1 situations for vertical

structure a non-dimensional and dimensional vertical

 z! axis model will be developed, The dijlensiona1.

model is best suited to regions where variations in

tidal height are insignificant and depth changes are

small such as in the upper reaches of rivers, En

contrast, the dimensionless vertical axis model is

-16-



generally applicable to the entire estuary since

it can handle variations in depth due to tidal height

and significant hydrographical changes in an area.

In order to assure that the model predictions

are valid, an analysis of the mass-transport equation

both for stability and dissipative and dispersive

effects will be performed. In addition, the computer-

model transport equations will be checked to assure

that the mass af a conservative substance is indeed

conserved.

Since one of the main water qual' ty parameters

is the d'ssolved oxygen - biochem'ca' oxy"en "e.",.and

system, often abbreviated D.O. - B.O.D., the computer

model of the mass transport equation will be designed

specifically for this parameter with indications on

how other reaction schemes may be incorporated. The

ability to handle conservative constituents will also

be included.

Once developed, the computer model will be used

to simulate the simple carbonaceous S.O.D, � D.O.



reaction scheme for Narragansett Bay as well as an

accelerated no-load Bay cleanup.

A better perspective of the work to be presented

can be obtained by use of a typical environmental model

�!. Fig. 1-7 outlines such a model. The present

research will attempt only to solve the mass transport

equation, leaving the tidal hydrodynamics to be de-

termined from existing models �,9!. Therefore, the

solid lines in Fig. 1-7 indicate relations explained

by the present model development while dotted lines

show relationships that are rot taken into account.

-18-
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CHAPTER 2

MASS-TRANSPORT YODEL FOR AN ESTUARY

DETAILED DERIVATION OF THE NESS-TRANSPORT EQUATION

Xn a turbulent medium the mass balance equation

may be written according to Bird and al. �0! as

u BP v 3P w

ht hc hy Bz

where

9 A � mass dansity ot substanca A

e, e and e � turbulent di f fusion coef f icients
X z

S - source and sink teans of substance A
A

u,v,w � time-mean velocity over short sampling times

in the x,y, and z directions, respectively.

-20-



Xn this rather fundamental form several ap-

proximations have already been made. Molecular dif-

fusion has been neglected in anticipation of the fact.

that in most estuarine system processes it is several

orders of magnitude smaller than the turbulent eddy

diffusivity. The diffusion terms are obtained by as-
' I

sumfng that the turbulent flux terms, u P etc. can

be adequately represented by the product of an eddy

diffusion coefficient and the ensemble mean concentra-

tion gradient. Thus the coefficients e , e and e
X Z

are the eddy dif usivities for the parameter P

En add'tion, 't has also been assumed that no

diffusive transports are caused by thermal or pressure

gradients within the system. All these approximations

have been shown to be applicable to estuarine environ-

ments �,11! .

It was indicated that the velocities in Zq. �.1!

were time-mean velocities over short sampling periods.

By this, it is meant that the time-averaging process

occurs over intervals of time much smaller than the time

for a tidal cycle, i.e. 1 minute periods. This procedure

-21-



then sucessfully eliminates the stochastic varia-

tion in mass density.

Far a better understanding of the elements or

terms of the mass transport equation Fig. 2-1 shows the

major transporting mechanisms. Xn most estuaries the

lateral and longitudinal advective and vertical dis-

persive transports are of primary importance.

Since in its generalized three-dimensional form

Eq. �.1! at best is extremely difficult to solve even

in the simplest of cases, the standard approach is

to integrate over one of the spat'el variables or time

to, in e fec , redu e the dime. siorality of the equation.

Far the case at present we note that our aim is to 'at-

erally integrate Eq, �.1! to achieve a mode1 with vert-

ical structure while simultaneously eliminating the

lateral structure.

It must be remembered in interpreting the results

that we have laterally integrated the equation and not

!ust dropped one of the spatial directions, in this case

the cross-sectional direction.

The intepretation of the mass d ensity is now an average

-22-





over a lateral cross section. Similarly, dif-

fusion terms now become not only representative of

the turbulent fluctuations but also the dispersive

ef feet of lateral variations in 0 and lateral shear
L A

in the current, therefore when incorporating these

other effects they will be called dispersive or dis-

persion terms rather than diffusive terms,

As a first step toward determining the laterally-

integrated, mass-transport. equation the coordinate sys-

tem must be defined. The x axis is fixed to the mean

sea level plane for the dimensional model or varies

with the tide height for he non-dimensional z axis

model pointing in the direction of the estuary mouth

and having its origin at the most upstream point where

the model is to be employed. The x axis, therefore

will be approximately in the same direction as the mean

flood or ebb tidal flow. The y axis is perpendicular

to the x and in the same plane as the mean sea level or

tidal plane. The z axis is then vertically upward or

opposite the direction of gravity and perpendicular to

the x,y plane. Figure 2-2 shows the orientation for a

typical estuary.

-24-
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Proceeding with the lateral integration of Eq.

�. l! we need to introduce the following notation:

B

PA dy

�. 3!dy

B

� e4!w dy

O

where 8 is the estuary width and P,U,N represent the

larsrally ave aced values of p, u ard w resoecc'vsly.

�. 5!

and similarly assuming a distribution of velocities ac-

cording to:

u y! = U l + u  Y! 1

w y! = wj.'l +w y! J

Sat, assuming a distribution of mass density according to:



The definitions of the laterally integrated var-

iables are completed.

Zn view of these definitions then:

 y! dy 0

u  y! dy = 0 �. 9!

s Iw  y} dy =0 �. lo!

I I

These relationships show that 9, u, and w are~ A'

respectively.

Equation �.l! can be laterally integrated, but

first we need Leibnitz's rule which states that:

essentially distribution functions of 0 , u, and w



where the notation

! ay

has been used for convenience. A simiLaz procedure can

spec t to some sr a tia 1 coordinate.e.

Proceeding term by term to laterally integrate

Eq. �.1! and employing Egs. �.2! through �.12!, for

the temporal change term we find:

B

5 a 0 ~Bdy �  !!P! � 9  S!
bt '92 A 3t �, 13!

-28-
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Hating that B, the estuary width is usually a function

af x, and z ~onl ~~ and not time, then 3/ht  B! ~0,

however, for generality, assume B = B t! for the present

and note that if we have no lateral inf lowe    B! = 0, then:
~P�

 Bi'!

0

�. l4!

For the convective terms:

B

aP�u
dy-b, udy- p  B! u  B! BB

A A
�. 15!

Substituting or >< and u from Zas. � 5! and {2 5! =es-

pectively, expanding and employing Egs. �.8! and �.9!

results in:

B

ddy = ~  PU  Cl+  > u!! ! �, l6!

where P  B] or u B! have been assumed et ual to sero, under the
assumption of no lateral inf laws. A similar approach can be

baaed to obtain:



�, 17!

where Zqs, �.5!, �.7!, �,8! and �, l0! have been used.

For the diffusion terms, laterally integrating we find:

ap�a ap
 e ~ ! dy~~

0 �. 18!

as
a

assuming tk:at 9  8! = o.o by no ing that we ~.av no

lateral inflows and making use of the notat'on in Zq,

�.12! results in:

�. 19!

Similarly for the vertically  z! directed dif fusion term:

�   e ! dy �.20!
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Substituting Eqs. �. 14!, �. 16!, �. 17!, �. 19! and �. 20!

into Kq. �. 1! results in:



[� + P w !} wz'
+

A

�. 21!

where S ~ � S dy1

B A
�.22!

0

Haw if we assume that the density variations in the y, or

lateral direction, are small, i.e., lateral homogeneity,

�.23!

The mass balance equation using the assumption in

Eq, �.23! becomes:

�. 34!
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Looking at the turbulent dispersion terms, t:hey

can be expanded to,

e dy ~ BDs PA bP
x 8x X

0

�. 25!

B

s A'e dy BD
z Bz z hz

�.26!

where D and D represent the laterally-averaged dis-
X z

persion coe=.ic'ents in the x and z direc ions, respec-

�.27!

-32-

tive ly.

Using Zqs, �.26! and �.25! in Eq. �.24! gives

the final form of the laterally-integrated mass-transport

equation for mass concentration P



where S has been taken to represent a generalized

laterally integrated source-sink term.

This development has shown how the ordinary

mass-transport model can be laterally averaged to ne-

glect lateral structure in its formulation, Indications

of how this model may be adjusted to both the dimen-

sional and dimensionless  z! vertical axis cases will

be provided in the sections on the development of the

computational model.
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DXSPKRSION IH TWO- DENZNSEONAL CO&'UTAT'ZOZS

Mith the lateral integration of the mass-balance

ar transport equation we have introduced dispersion

coefficients which incorporate both the norma3. tur-
l

bulent mass fluctuation terms, u' P, and in ad-
dition the variations in the velocity profile in

the cross stream direction. Xn order to develop re-

lations to express adequately these dispersive terms

a general look at the mechanism of dispersion will
be attempted. in this section followed by a specific

formulation or the prob3.em of in crest.

Dispersion of a pollutant can be caused. by the

following mechanism as described by Fisher {l2!. The
flow in various parts of an estuary taken perpendicular
to the mean flow show differences in ve3.ocity. Due to these
variations portions of a "field" of pollution constituent
will move more rapidly than the mean flow and other por-

tions more slowly, hence dispersing the pollutant in the
direction of the flow. This variation causes cross-sect-

ional differences in the mass concentration and leads to a

-34-



cross-sectional turbulent diffusion which tends to

tx'ansfer constituents from the parts with higher con-

centration to those with lower concentration. A

similar explanation can be employed for the contribution

of the variations in the vertical and lateral structure

of the mean tidal velocity, u.

Obviously, from the description above, the magnitude of

the dispersion coefficients employed in any computational

scheme can vary widely, since they are dependent on the

variations in constituent concentrations and velocity

within each section. For instance, if the lateral de-

viations of the mean tidal velocity are small, then the

grid or section sizes may be increased without effecting

the solution. However, if the variations are large, grid

size changes can determine the dispersive transport.

Using Taylor's concept �3!, and work based on I.E.

Thomas'  l4! doctoral dissertation, Elder  L5! determined

the longitudinal and lateral dispersion coefficients based

on the mean velocity, depth, and bottom roughness for a

one-dimensional steady flaw. Elder found the longitudinal

dispersion coefficient, b to be:
X
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D = 5.93 Hu*
X

�.28!

where u* friction velocity or shear stress velocity

the .average section depth

The shear stress velocity is related to the mean

velocity by the relation:

u* ~   � ! ~ ug C
z

� e29!

where

� 'bed shear stress

u - uniform flow speed

g - gravity

C - Chezy coefficient
z

p � eensity

Neer combining Eqs. �.29! and �.28! results in:
-1

D ~ 5.93 Hu g C
X z

�. 30!

-36-

Far the lateral turbulent dispersion, perpendicular to the

mean flow, Elder obtained:



�. 31!= 0.23 Hu~
Y

B

D = - � H y! u"  y! F  y! dy
x A P

0

� 32!

in which

cross-sectional area

width of channel

E y! - depth of channel at point y

p y! - position function

u"  y! � local depth-averaged velocity deviatio n

-37-

Fisher �2!, and Fischer �6! have indicated that

EXder's approach was correct for channel flows but showed

poor comparison to actual river data, always underestim-

ating the actual longitudinal dispersion coefficients

by several orders of magnitude. This they attributed

to the fact that Elder's wor3c only included a vertical

variation in the mean velocity u, whereas, in actual

stream flows, the lateral variation in mean velocity is

usually the more important mechanism-in longitudinal

dispersion.

Fischer �6! then extended Taylor~s analysis to

three-dimensional flows and determined that:



H y!
1

u  y! = u' dz
H  y! �.33!

where

u' z! � vertical deviation of mean velocity

and

y H
1

H
F  y!

P �. 34!u' dzdy

Substituting Eg. �. 33! and �. 34! into �. 32! results in:

�. aS!

in which g has been assumed as that obtained by Elder in

Eq. �. 31! .

Experimental work performed by Fischer �6! has shown

that the vertical variations in the mean velocity are small

for river flows but can be quite sizeable for estuarine

applications.

Since Eq- �. 35! is rather complicated from a compu-

tational viewpoint, another prediction method was developed

by F ischer �6! based on a Lagrangian time scale,

-38-

1D = � � u"  y! H!y! [$ dy 5 g u' dz dy] dy
H y!

0 0
0



this method is of a more approximate nature, but

more easily applied. The longitudinal dispersio~

is assumed of the form:

2
Q m  uT!

X t

in which

u t � variation of u from the cross-sectional

mean

T � the Lagrangian time scale
t

An adequate expression relating the bulk channel

parameters has been found to be

0.30
r u* �. 37!

where

defined as the distance on the surface from

the point of maximum velocity to the most

distant bank

l - the characteristics length of the channel,
C



r - the hydraulic radius

u+ � the shear stress velocity as defined in

For slowly time varying conditions such as occur

in tidal regions and estuaries, the mechanisms of disper-

sion described previously would still hold. Zf there

are significant variations in mean tidal velocity in

a lateral direction Eq. �. 35! or Zqs, �. 36! and �. 37!

should be used, however if the lateral variations are

small Eq. �.30! would then be a proper formulation.

In addition, the longitudinal dispersion is 'n-

fluenced by the wind through a local circulation and

wave motion. Wilson and Masch �7! have performed re-

search in this area of a preliminary nature, but do not,

indicate any general formulation of the wind effect term.

In many estuaries there are regions where only

partial mixing or even stratification occur and these

effects must be included in any formulation of the vertical�

dispersion coefficient. Pritchard using an analysis of

salt balance data on the James River estuary �8! has in-

troduced a time-averaged vertical dispersion coefficient.
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based on estuary physical characteristics �9! .

The vertical dispersion coefficient can be ex-

pressed as a product of a mixing length and a

characteristic velocity, u** which is proportional

to the root mean sq'uare turbulent velocity fluctuations.

g w u**
Z

 Z.38!

In a vertically homogeneous medium, the mixing length

would be a function of the distance from the boundaries

only. Since most estuaries are very much wider than

deep, the boundaries may be approximated by two paral-

lel flat plates. Us ng this analvsis Nontgomery �0!

determined that:

�. 39!

where

� is a constant ~~ .4

E - is the depth of the estuary at that point

z - is measured downward from mean sea level

%hen density increases with depth, more energy is

required to move a parcel of water a given distance vertically

than in the case of a homogeneous estuary. To account
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for this effect Kent and Pritchard �2! modif ied

Eq. �.39! to obtain

�. 39a!

for vertically non-homogeneous estuaries. In which

Richardso~ number

�.40!

where

empirical constant

The characteristic velocity u** as shown in Eq. �,38!

is composed of two parts:

"flow induced" turbulence associated with the

mean streaming velocity of the free fluid.

random motion induced. at the surface by the wind.�!

The first part is essentially determined by the mean tidal

velocity and vertical stability, while the second part is

dependent on wind conditions and vertical stability. The

wind induced portion can be expected to decrease expon-

entially with depth and assumed proportional to the orbital

wave velocity. Then the characteristic velocity





For the James River Estuary during the period of

study  summer! the constants assumed the following

values  L9!

.008S9
p

.276
P

. 00957
p

Pritchard when presenting these results states that the

formulation has been applied only to long-term movements

for the James River Estuary and therefore has questionable ~

value when employed in short term time-varying situations

or to other estuaries. However, lacking any better over-

all representation at this time, Pritchard~s results will

be used for the development of this model and the results

interpreted accordingly.

Xn order to develop an estimate of how this form-

ulation behaves under typical estuary conditions, a brief

numerical experiment was conducted. Figures 2-3, 2-4

and 2-5 display the variations caused by wind for a

constant density field. Increasing wave length and wave

-44-
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height; and decreasing wave period cause increases

in the vertical diffusivity. Figure 2-6 shows a

vertical diffusivity profile for a variable density

profile typical of stratified conditions. A series

of profiles similar to those of Figs. 2-3 to 2-5 could

have been displayed for the variable density profile but.

show no new results, and therefore have been omitted.

An important point to notice in comparing the vertical

dispersion values for a constant density profile and those

for a variable density profile is the difference in their

relative magnitudes. According to Pritcha"d's ormulation

the stratification profile inh'bits vertical mixing and

therefore sharply reduces the vertical dispersion.

Comparison of the longitudinal and vertical dis-

persion coefficients show that the former is always at

least several orders of magnitude greater than the latter

for estuarine env' ronments. This fact complicates the

modeling effort since dispersion becomes anisotropic, and

the dispersive term of Eq. �.27! should include cross

product terms such as:



Bp

�.44!

where the dispersion coefficients D , 9 D and
XX XZi ZX

D are dependent on the current magnitude and direction.
zz

From a computational approach the use of Eq. �.44! is

very unwieldy, hence another method should be found.

Holley �2! made a comparison of the mass transport

caused by longitudinal dispersion and advection.

BD D
x bx x 3 lnP
BuP u chal

� . 45!

-50-

By comparing these quantities, he f ound th t the ad-

vective transport was much larger than 'that due to the

dispersive mechanism, therefore, Holley concluded that

except in regions of discharge of constituents where dis-

persive transports are large, the advective transport, is

most important.

Based on this argument it can be stated that. the

anisotropic dispersion effects may be replaced by an

isotropic approximation in each direction, and that. the



cross products of dispexsion appearing in Ec[. �.44!

can be assumed negligible. Also if it is further

assumed that the latexal pxofile of the tidal velocity

is approximately constant, then Eq. �.28! can be used

to represent the longitudinal dispersion since small

variations in D caused by this approximation have little
X

effect on the xatio of the dispersive transport to the

advective transport. Humerical experiments on the model

confirm this conclusion.

En the present model development a modified version of

Eg. �.28! has been used to represent the laterally-

averaged dispersive coeff icient and =-q. �.42! employed

for the latexally-averaged vertical dispersive coefficient..

Another approach for obtaining these values is to use

experimentally determined quantities, but this method

is time consuming and expensive.



CHAPTER 3

COMPUTATIONAL NODKL

DERIVATION OF FINITE-DZFFKRKNCK EQUATION

The mass-transport equation as developed in

Eq. �.27! permits a Large number of finite difference

approximations. For each approach an analysis of the

convergence, and stability characteristics has to be

performed, such that some assurance is gained that

the difference approximations wi11 actually represent

the solution to the proposed equation. Th oretical

literature of the behavior of finite-difference approxima-

tions for parabolic equations such as the mass transport

equation is extensive �3! however, few large computational

models exist to serve as a guide in designing a good

model, a notable exception is Leendertse's two-dimensional

vertically-averaged models �, 24, 25! .

The computational model presented here for the

transport model is based upon methods developed by

. Peaceman and Rachf ord � 6! and Dougla s and Gunn �7! and
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is called an A.D.I. method standing for Alternating

Direction Implicit.

Following work by Leendertle �! a space stag-

gered. grid system is used to locate the discrete

values of the variables. Figure 3-1 shows the lo-

cation of the variables on the grid system. The values

of tidal height and mass concentration P are defined

on integer values of N and N where N is the x directed

index and 8 is the z directed index, while D , W and.z'

D,U are located at integer values of M and half in-
X

teger values of H and integer values of K and half

integer values of N respectively, The estuary

width B and depth H are both defined at' half in-

teger values of M and N. With this staggering system a

computational cell is then defined as noted in Fig.

3-1. For a typical ce11 then the variables are de-

fined in blocks having sides between each integer values

of M and the next half integer value and between in-

teger values of N and the next half integer value.
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,CQMPUTATlONAL CELl.
 ALL VARIA BLES HAVE THE SABRE GRID LOCAT10N NUMBERS!

C U 4 e ~

Ital-Q M M+ lg hlt+l IM+ f2 - Ill+2
 QMN!

Q-I

 Nl'hl!

TIDAL HEIGHT
9 Qz LATERALLY INTKGRAT 0 DISPERSION COKFI.ICIENTS IN THE X

ANO Z DIRECTIONS, RESPECTIVELY
U,W LATERALLY INTEGFIATKD VELOCITiKS IN THE X ANO Z

Ol RECTION S, R ESP ECTIVKLY
8 ESTUARY WlOTH
P LATERALLY INTEGRATED hlASS CONCENTRATlON
H ESTuARY hlEAN SEA LEVEL OKPTH

PIG, 3-1 LOCATION OF VARIABLES IN A STAGGERED GRID SYSTEM
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The major advantage of this grid system form-

ulation is that there exists a centrally located spat-

ial derivative in time and space for the linear terms.

More comments will be made on the advantages of the cen-

tral location of these linear terms in Chapter 4 � Effects

of Computational Model Approximation.

The laterally-averaged parabolic equation for the

dimensional mass transport equation from Chapter 2 is

B � �  BD ! + �  BD � !  UBP! �  WBP !
ht hc x hc 3z z 3z Bx hz

�. 27!

+ BS

where the variables have been previously defined. For

the purposes of the derivation of the finite-difference

equation it will be assumed that no generalized source

or sink  BS term! terms are present. This approximation

has no effect on the general finite-difference formulation

for the mass-balance equation and therefore neglecting it

should have no effect on the computational model for a

conservative case. Indications for inclusion of the
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reaction schemes will be outlined later in this

En general this can be represented in the form

�.2!

where

some spatial or temporal averaging ofB
0

the estuary width

linear operator defined as:L 0

L =- D  BDD! +D  BDD! � DUB- DWB
o 1 x12z2

�,3!

where Dl ~ 8/cbc and D =- 3/Bz

-56-

chapter.

Vsing an approach presented by Mitchell �8! the

finite-difference approximations to Eq. �.27! will now

be derived. lf we rearrange Eg. �.27! one can obtain:



We can new let:

x = mdx

�.4!

where

m,n, k - are integers and

d x, d z - are the spatial grid sizes

Difference formulas involving two a"~acert time

1evels and called two-level schemes are obtained em-

ploying a Taylor expansion. Expanding P x,z,t! about

zero gives:

P x,z,t + dt! ~ � + ht +,   ht! +
1 2 3 1

~2 3!

�.5!

+ ....! P x,x,t!
ht

and making use of:

2 3
X X X

1+x+ + � + �.e!

-57-

z ~ ndz

l dt

is the temporal grid spacing



then results in:

P  x,z,t+ 5t! = exp   ht ! P  x,z, t!
t

�,7!

and using the follaving notation:

P x,z,t! ~ P mdx, n dz, ddt! ~ P

�.8!
2+i

P  xz t + dt! P m4x, n dz,   X+ 1! ht! = P
J

�. 9!

and after employing Zqs, �.2!, � 7! y � S! and �

we find that:

�. l0!
ta,n

Now, we need to incorporate several definitional relation-

ships which will be useful before proceeding. An exact.

formula derived by Hildebrand �9! connecting D and D,

the exact formulae, to 5 and S, the central differenceX z'

operators is:

-58-

i+]
P =exp   � L! P

3 o mn
0



2 . -1 ~x 1 1
2

D = sinh =   $ � g 3l hx 2 hx x 2, x +
3 1

l 2 3 2

2 5!

5
x + .l �, ll!

and.:

-l ~z 1
2

3b � sinh
2 hz 2 hz z >23, z

2 213 �
2 5!

�. 12!

where:

x m,n +++2,n m-1/2,n �. 13!

P = P -2P + P

x m,n m+1,n m,n m-l,n
�. 14!

and similarily:

gP ~P -P
z m,n m,n+1/2 m,n-l/2 {3. 15!

=P -2p +p
z mn mn+1 mn

m, n-l
�. l6!

-59-

With these definitions complete we may proceed with the

remainder' of the derivation.



Separating the exponential term in Eq. �.10! gives:

1 bt 3+1
exp f -- L ! J P exp [  L !] P2 B o m,n 2 B o m~n

0 0

Now substituting for the linear operator, L from Eq.
0

�.3! into Eq. �.17! gives:

exp [-2 D  BDD! +D  BDD! - DUBAt

x12z2
0

+D  BOD ! - DUB � DNB j P
z 2 1 2 m n �. 18!

Expanding Eq. �.18! substituting Eqs. �.11! and �.12!

to the first order in I and 3 , respectively, andX z'

combining constants as in Eqe �.19!

r a
1 AX

�. 19!

dt 1
r

ll 2 dx
 g !

At 2
r

22 hz

-60-
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2 m

ht
r2 a

ht
~exp [ � D  BDD!

2B 1 x
0



gives s

 B~ $ ! 1 P � S  BD 5 ! !
0 0

,r r

[l+2 ~  BD S !] �+ 8 fBD 5 !J
0 0

r
r�- � o  as]] []. - 2 $  tm}] P

28 x
0 2B

z m,n

0

�. 20!

Making use of a Peaceman-Rachford splitting technique,

a finite-difference approximation for the first half

and second half of the time step is presented, The
k+ 1/2

notation P
m,n

density at the end of the first-half time step, and
0+ 1

P indicates the laterally-averaged mass density
m n

at the end of the second-half time step or the end of the
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b

r X+1

0

indicates the laterally-averaged mass



first whole time step. Further information on how

these splitting techniques work can be obtained from any

of the finite difference references on the A.D.I. methods

�6,27,28!. For the first half time step, going from

1time level X to k + � :
2

r r

 ,O!J l-,qS 	
0 0

�.21!

and for the second half time step proceeding from time

level 2 + � to k + l.
2

�+ $  sD 5 !J [1- � $  m! 1 P 211 1 II,+-
x x x 2B x m,n

0 0

�.22!
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Equations �.21! and �.22! form the fundamental basis

f or the dimens iona 1 vert ica 1 axis computa t iona 1 model� .

Other splitting techniques are available as noted by

Mitchell �8! but will not be considered here.

Equations �.21! and �.22! need to be expanded to

present the finite-difference approximations in a more

useahle form. Nultiplying the terms in Eqs. �.21! and

�.22! and neglecting terms of order:

and:

�.24!

while replacing the notation ~ and~ by their ap-
X z

propriate values as defined in Eqs. �.13! and �. 15!,

respectively, results in the following for the first half

of the time step, from time level k to time level i+ l/2:

-63-



<+ Ig r O'Ii f i'C b'~
9 P � � B D~  P -P !. o m,n 2 m+1/2,n "m+1/2,n m+1,n m,n

r !+~I+ f+ $g f f ~l> r b
+ 3 D~  P -P ! + U2 m-1/2, n "m-1/2, n m, n m-l, n 2 m+1/2, n

f+'~~ JLi'It.
3 P U

1 3 Pm+1/2,n m+1/2,n 2 m ]/2,n m-1/2,n m-1/2,n ~

B P + B D  P -p !o m,n 2 m,n+1/2 ~m,n+1/2 m, n+1 m,n

'22 B D  P -P !�2 m, n-1/2 ~m, n-1/2 m,n m, n-1

r2 g r2
2 m,n+1/2 m,n+1/2 m,n+l/2 2 m,n-l/2 ra,n-l/2 m,n-l/2B P + W B P

�. 25!
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 B +B !� 1

m+1/2,n+1/2 m-1/2,n+1/2 2B m, n+1/2

�.27!

 B +B !�
m+1/2,n-l/2 m-1/2,n-l/2 2B m, n-1/2

�.28!

 B +a !�
1 '

m+1/2,n+1/2 m+1/2,n-l/2 2B m+1/2, n

�,2S!
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Close observation of Kqs, �.25! and �.26! re-

veals that all the variables presented do not conform

to the space-staggered grid system of Fig. 3-1, in

particular the mass densities in the convective term

and the estuary widths in all terms. To force these

variables to conform to this grid system and at the same

time maintaining a spatially-centered convective term

which is important for stability considerations, as

will be seen, the following changes have been employed:
92



S~  B +B +B
0 m-1/2,n+1/2 m-1/2,n-l/2 m+1/2, n-1/2

+ B
l

m+1/2,n+1/2! 4
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B m-V2, n

P m+1/2,n

P m-1/2, n

P m, n+1/2

P m,n-l/2

 a +a !�
1

m-1/2, @+1/2 m-1/2, n-1./2 2

P m,n

P m-l,n

P m,n

P m,n-l



Since substitution of Eqs, �.27! through �. 35!

into Rqs. �. 25! and �.26! becomes a tedious exercise in

writing and prone to error, a notational scheme will be

developed in the next paragraph so as to present the

difference equations in an abbreviated and physically

intuitive form.

The following notation, as presented by Leenderste

�! is used as an approximation of the differential

equation by a system of difference equations.

P mhx, n bz, Pent!

 x,z,t! =  m bx, n 4z, ~4t!

l 3mn ~ 0 + � +1 +

The symbols used for differencing and averaging are

listed below. On1.y equations for x are shown but similar

results for z and t are also valid.

�.36!

Pf  m- 2!Dx, ndz, kbtJl
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The set of difference equations will now be pre-

sented in order of their use and employing the notation

af Eqs. �.36!, �.37!, �.38!,�.39! and �.40!. For

the first half time step, going from time level

1
to time level x + � .

2

-X

1 [PBJ +S [B U P J +S [B WP*J
'2'

D g P J � S [B D K PJ +SJJ=O [S.41J
+

 at point  m,n,I! !

For the second half of the time step, going from time

1level II + � to time level 2+ 1:
2

[PBJ+8[BUPJ+E[BWPJ
2

[BDKPJ � ~[BD~PJ+BS=O
+

�. 42!

fat point  m,n,'t+ � ! !l
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Xn many estuaries the use of a dimensional model

as just derived limits the definition of the vertica l

structure in the regions in which that structure is most

impoxtant � shallow areas near the head of the tide, and

also fails to account for tidal height vaxiations. To

circumvent this problem and also eliminate many trouble-

some boundary conditions at the estuary bottom, the non-

dimensional z,  vertical! axis model of the mass-transport

equation will be outlined in the following paragraphs.

The dex'ivation of the finite-difference approximations

is analogous to that. just obtained for the dimensiona l

z axis model and herefore will not be repeated, only tne

final difference approximation being shown,

Using the depth of the estuary, mean sea level depth

plus instantaneous tidal height, the z axis of the mass-

transport equation given by Eq. {2.27! can he nondimen-

sionalized and a dimensionless z axis laterally-averaged,

mass-transpoxt equation found to be:



+  H UBP! +  W BP! �  H BD }
6 8 8P

BD ~p
  � ! +BHS = 0

T �. 27a!

where

H - estuary depth mean sea level depth plus tidal height,

 H+ 5!

+7 +u3
6x

W � product of the dimension less vertical velocity  a.!

and depth  H! or uH

8 8
� derivatives of time and space in the  x, 7, t! co-' ax

ordinate system.

terms, order 8 6H P have been neglected based on a
6x 8x x

comparison of the relative importance qf the dispersion and

advection processes �2! .

In finite � difference approximation and using the nota-

tional scheme as outlined in Eqs. �.36! through �.40! re�

suits in:

For the first half time step from time level i to time level

jL+- l
2

+2 t [P  B!  8+ 0!] + 8 [ 8 + 5! U P B ]
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and other variables remain as previously defined. Higher order

expressions resulting from the transformation of the dispersion





SOLUTION ALGOL.ITHM

In solving A.D.I. type problems the approach is to

solve Eq. �.41! or �.4la! in the x direction or on a

n 1given column H from time level e tot+- and then with'2

these results for mass density to solve Eq. �.42! or

�.42a! in the z direction or along a given row M from

1time level k+ � to k+ l. Zn order to nndera-and
2

clearly how this approach is employed Eqs. �.41! and

�,42! will be expanded and the positions of their terms

in the staggered grid system noted.

Using the notational defini iors from Kqs. �.36!,

�.37!, �,38!, �.39! and �.40! and expanding Zq. �.41!

results in:

For the first half time step from time level 3 to time

level k+ 1/2.

f+ 'r~
B +B +B +B !p2 m+12 n+12 m+12 n-1/2 m-12n+ 2 m � 12n-12 m,n

 
gt 4

B +B +B +B

 
- 2 m+1 2 n+1 2 m+1 2 n-1 2 m-1 2 n+1 2 m-1 2.n-l 2

!P
m,n



0+6
+  B +a ! U4 5,x m+1/2,n+1/2 m+1/2,n-l/2 m+1/2,n m+1, n +

1 g,+'ii jL+~h.
4 dx m+1/2,n+1/2 m+1/2, n-1/2 m+1/2,n m,n S +B } U P

l [p +8 ! U P
4 dx m-1/2, n+1/2 m-1/2, n-1/2 m-1/2,n m, n

1 g» 'fg g+tg
� +B ! U P4 5x m-1/2,n+1/2 m-1/2, n-1/2 m-1/2, n m- 1, n

+  s +a ! w1

4 5 z m+l/2, n+1/2 m-1/2, n+1/2 m, n+1/2 m, n+1

1
+  B +B ! W P4 5z m+1/2, n+1/2 m-1/2, n+1/2 m, n+1/2 m,n

1
 B +B ! W4 A z m+1/2, n-1/2 m-1/2,n-l/2 m, n-1/2 m,n

1  a +s ! w4 gz m+1/2,n-l/2 m-1/2,n-l/2 m,n-+2 m,n-l

1 g~v, k+'ri
f  B +B ! D P !

2 Ax!
2 m+1/2, n+1/2 m+1/2, n- 1/2 "a+1/2, n m+1, n

1 gi + g,+~it
+ � [B +B ! D� P

2  hx!
2 m+1/2.n+1/2 m+1/2, n- 1/2 "m+1/2, n m, n
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1
f+'Ix 3+'Ix

+ 2 m-1/2, n+1/2 m-1/2,n-l/2 "m-1/2, n m, nB +B ! Dx

2  ax!

jI+'6, k+'6,
2 m-1/2, n+1/2 m-1/2, n-1/2 "m-l/2, n m-l, n+B ! D� P ]

2 h,x!

2 m+1/2, n+1/2 m- 1/2, n+1/2 m, n+1/2 m, n+1I B +B ! D P
2  ~z!

+ [B +8 ! D P 1
1 g

m+1/2, n-1/2 m-1/2, n-1/2 m, n-1/2 m, n

+ [ B +B ! D P
1

2 m+1/2, n+1/2 m-1/2, n+1/0 m, n+1/2 m, n
2  ~z!

+D ! Dg P 1
1

2  az!
m+1/2, n-1/2 m-1/2,n-l/2 m, n-1/2 m, n-1

+ � � +B +B +B ! S1

4 m+1/2, n+1/2 m- 1/2, n- 1/2 m+l/2, n-1/2 m-1/2., n+1/2

�,43!

Similarly expanding Eq. �.42! but combining terms with

similar coefficients for writing convenience:

For the second half time step from time level 2 + 1/2

ta time level 0+ 1:

[ B +B +B +B ! pit gi
gt m+1 2 n+1 2 m+1 2 n-L/2 m-L 2 n+L/2 m-1 2 n-1 2

 p
4

mpn m,

1 f+'Ia. f+ '6
+ f  B +B !U  P +P !

4bx m+1/2, n+1/2 m+1/2, n-1/2 m+1/2, n m+1, n m, n
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g, +'~z
[ a +a !U  p +v !4 g x m-1/2, n+1/2 m-1/2, n-1/2 m-1./2, n m, n ra-l, n

1 g+t g~! g+ r
+ [ B +B ! W  V +V !

4 5 z m+1/2, n+1/2 m- 1/2, n+1/2 m, n+1/2 m, n+1 m, n

y+i g~< g+,

4 5 z m+l/2, n-1/2 m-l/2, n-3./2 m, n-1/2 m, n rn, n-l[ B +B !W  P +P !

1 P+ '< 4~'h. b '~z.
[ 8 +B ! D~  P P !

2  Ax!
2 m+1/2, n+1/2 m+1/2, n-1/2 "m+1/2, n m+1, n m, n

b'~~ k+ '~z.
+ [B +B ! D�  P -P !

2 ax!
2 m-1/2 n+1/2 m-1/2 n-1/2 "m-1/2 n m n m-l nJ

1
!+~ 6t

[ B' +B ! Dz  ~ -P !
2 m+1/2, n+1/2 m- 1/2, n+1/2 m, n+ 1/2 m, n+1 m, n

2 az!

g+ I fir II+ I
+ [{B +Q ! D  P -e !

2  ez!
2 m+1/2 n-1/2 m-1/2 n-1/2 ~m n-1/2 m n m,n-1f

+ �  p +9 +8 +8 ! S1

4 m+1/2, n+ 1/2 m+1/2, n-1/2 m-1/2, n-1/2 m-1/2, n+1/2

�.44!



A c1ose examination of Eq. �.43! shows that it can

be written in the form

g+'< f+ 'iz i+'h,
a P +b P +c P ~ dm m-l,n m m,n m m+1,n m

�.4S!

This can be accomplished by multiplying Eq. �.43! by
~ ht/2 and collecting similar type terms. Xt is

to be noted that this equation involves only grid points

on a given column N. The values of a b c and d aremp m~ m m

then given by:

  i'l2. g fy 'lg
 Bl. U �  Bl! D«m 4 Ax m-1/2,n > 2 xm-1/2, n

2 hx!

�.46!

T k+ 'h. g t+ 'Iz.
4 I«. m-1/2 n 4 Ax m+1/2 n

�.47!

R+ 'I~c ~  82! D�+ < k.+'1%m   
 m+1/2,n 4 >  B2! U ~1/2
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and

r g.
= P  BO!  84! W  V +P !

IL Rpn 4 dz m, n+1/2 m, n m, n+1

 83! W  P + P !
+ m,n-l/2 m,n m,n-l

+  84! Dz  P P !
2 m, n+1/2 m, n+1 m, n

2 hz!

Jt
+  B3! Dz  P - P ! �  BO! S

  2 *m,n-l/2 m,n-> m,n
hz!

�.4S!

in which for notational expediency:

81 ~ 8 +8
m-1/2, n+1/2 m-l/2, n-1/2

82 ~ 8 +8
m+1/2, n+1/2 m+1/2, n-1/2

83 ~ 8 +8
m+1/2, n-1/2 m-1/2, n-1/2

84 ~ 8
m+1/2', n+1/2 m- 1/2, n+1/2

+8

�. SO!
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BO ~ [8 +8 +8 +8 1
1

4 m+l/2, n+1/2 m-1/2, n+1/2 m+1/2,n- 1/2 m-1/2, n-1/2



Using a similar approach as shown above, Eg. �.44!

can be written in the form:

3+
n mn 1 n ran n mn+1 n

j+> /+i
a

 B3! W ~  B3! D|m, n-l/2 ~m,n-l/2
n 4Az 4  Dz!

�.52}

f+> /+1
- �  B4! W + BO �  E3! Wn 4dz m, n+1/2 43 m m, n-l/2

�. 53!

g~t
+ 2  B4! Di +  B3! Dm, n- 1/2

2  Zz}

f+ I
 B4} D,

2   0 ! 2 m, n+1/2
!+I

 B4} W
n 4Az m, n+1/2

�. 54!

ance: Ij+ /g g+ h. y,+ '14 g f. Ilg
d = P BO -  B2! U P' + Pn mn 4dx m+1/2, n m, n m+1, n

-80-

�. 51!

Noting also that Eq. �.51! involves only grid points

on a given row N. The values for the coefficients a
hq

b c and d are given below using the notations in
n, n n

Eg. �,50!



b 'Ix b'~~ E+ 'lz
+

4 hx
 Bl! U  P +P ! +  B2!m-1/2,n m,n m-l,n 2   ! 22 dx!

gw ~le
 P - P ! - �  sU n,m+1/2, n m+1, n m, n 2 "m-l/2, n

�.55!

In the above equation S has been used to represent

a generalized source and sink term combination. In a

generalized approach for a reaction scheme as presented

by Leenderste {24! S becomes the combination of a reaction

matrix and a source-sink term which wi11 b presented

later in this chapter.

Xt will be instructive at this time to note the

positions of the various components of Eqs, �,46! through

�.49! and. Eqs. �,52! through �.55!. First however, Fig.

3-2 shows the position of the various widths in the com-

putational system. Close examination shows that the widths

chosen for any particular term such as U,W,D , and D areX z

always chosen so as to be spatially centered around these

variables. This approach alleviates any possible com-

putational waves from being generated by discontinuities in

the width values between adjacent grids.
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PIG. 3-2 L0CATZOH OF WIDTH PARA;LETTERS XN GRID SYS'T~~
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Figures 3-3 and 3-4 show the grid positions of
f

the terms given by Eq. �.46! through �.49! . Similarly

Figs. 3-5 and 3-6 show the grid positions of the

terms given by Eqs. �.52! through �.55!. Observation

af these figures displays that the location of terms

in the grid system used for the coefficients a,b,c, and

d occur in a direction perpendicular to the computation

~ direction, thus showing the alternating direction charac-

teristics of the method.

Figure 3-7 presents the combination of the first

and second. half of the time s ep and verif'es he fact

that this solution approach is also centered in time

as well as in spatial coordinates.

Much comment has been made concerning the des-

irability to have variables centered in time and space in

this section. The reason for this concern will become

apparent when the dissipative and dispersive effects of

this solution approach are consequently studied in Chapter

4 - Effects of computational Model Approximation,

To solve Kqs. �.45! and. �.51! for the mass densities

requires the identical solution approach only employed

in a different direction. Therefore:
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FIG; 3-3 GRID POSIT10V~ FOR TZK1S a, b, and c FOR TEE
FIRST HALF TINE STEP
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FIG 3-4 GRID POSZTIO'JS FCR TERN d FOR FIRST WLF TIN- STEP
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FXQ. 3-S GRID POSITIONS FOR TERMS a,b, end c, FOR
SECOND HALF TIKE STEP
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FXG. 3-6 GRZD POSITEOh7S FOR TERM d FOR SECOND HALF TIaiK
STEP
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FX6. 3-7 GRID POSITIONS FOR BOTH THE FIRST AiVD SECOND
HALF TXlK' STEPS



g~' q 0+Vi J+'Iz
ap +bP +cP =d

mm 1, n mmn m m+1 n m

�.45!

number  8!, since they remain unchanged, results in:

a P +bP+cP
mm-l mm mm+1

�.56!

Assume that we have a closed left hand boundary, as

shown in Pig. 3-8.

Then the advective and diffusive transport from

grid M-l to M is zero, or equivalently a =Q. Now Zq,

.1
�.56! becomes:

�.5V!bP +cP =d
m m m m+1

Par the next, point  M+1! we have:

a P+b P +c P ~d
m+1 m m+1 m+1 m+1 m+2 m+1

will be used for the purposes of explanation. Dropping

the time notation 0+ 1/2 and the z direction grid



"0x
LOCATIONS 0F lN GRID SYSTEM

'N,Oz
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FIG. 3-8 GRID SYSTEM FOR CLOSED LEFT PDHD BO'MDARY
ON A GIVEN COLWilÃ N



Salving Eq. �,57! for P results in:
m

�. 59!

'or rearranging:

�. 60!P ~Q +E P
m+1 m+1 m+1

where:

�. 61!

Ta solve for P we substitute Eq. �. 60! into Eq.
m+1

�.58! and obtain:

ax letting:

C
m+1

E a +b
m+1 m+1 m+1

�. 64!
m+2

and,:

a 0
m+1 � m+l m+1

m+1 m+1 Tn+1

�. 65!
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d c

P ax
m m

P
m b b m+1

m m

d

Qm+1 b
m

C

m+1 b
m

d -a Q
m+1 m+1 m+1

m+1 E a +b
m+1 m+1 m+1

C
m+1

P
a +b m+2

m+1 m+1 m+1



obtain:

P Q + E P
m+1 m+2 m+2 m+2 �. 66!

aP +bP =d
m m-l m m m

Taking the general relation developed in Eq. �.64!

and letting c = 0 results in E = 0. Therefore, for
m m+1

this closed right hand boundary

P m {}
m m+1 �. 68!

and

E = 0.0
m+1

To account for open boundaries the appropriate E

value is set equal to zero and the Q value set equal to

the mass density at the open boundary, For an open left-

hand boundary:

-92-

Eguations �. 64!, �, 65! and �. 66! represent the general

form of the recursion relations to be solved. If the right

hand boundary is closed as shown in Fig, 3-9, then the

transport due to advection and dispersion from grid M

to grid M + l is zero, and c = 0. Now the resulting equation
m



0

u,D�
LOCAT10N OF 1N GRID SYSTEM

W,Oz
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FIG. 3-9 GRID SYSTEi4 FOR CLOSED RIGHT HAND BOUViIQRY
OM A GIVEiV COLWiQl N



Therefore:

�. 71!

Par an open right-hand boundary:

Q P
m+1 = m+1 �. 72!

E ~ 0.0
m+1

Therefore:

�.73!P =Q =P
m m+1 m+1

With these basic recursion relations developed, any

combination of open and closed boundaries may be achieved,

The solution approach, after deciding the boundary con-

ditions, is to calculate the E and Q values in ascending

order, and then use Eq. �.66! in descending order to

-94-

compute the mass densities. Table 3-1 presents the various

boundary cases that may be encountered and the equations

used to find. their solutions.



0$ ED-OPEN BO UNDA RZ ZS

CLOSED-CLOSED BQL~'.DART ZS

TABXZ 3-1 BOUNDARY CONDZTION SQLUTZOiV ALGGRZTEPIS
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//I/ � cLosED � OFKM

BOUNDARY



OPEH-CLOSED BOUNDARIES

OPEN-OPEN BOUNDARIES

TABLE 3-1  CONT ' D! BOUNDARY CONDITION GOLGI'?ON AI t ORITKIS
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Another approach that can be used to determine the open

haundary conditions is to calculate the concentration

from values extrapolated from the computational field

Curing the outflow and using some preset concentration

during inflow across the boundary. Normally an ap-

. proximation of this nature for outflows can be made

by simply regarding the convective outflows based on the

arguments in Chapter 2.

EXTENSION OF FINITE-DIFFERENCE !iODEL TQ THCTUDE R+MCTTONS

As indicated previously the generalized source and

sin3c term of the mass-balance equation, Eqs. �.27! or

�.27a! can be employed to simulate a reaction mechanism

for some water quality parameter or system of parameters.

To present this extension of the basic finite-difference

model f' or the mass-balance equation, the non-dimensional

model will be employed, due to its general applicability,

and the structural development as presented by Leenderste

The genera1.ized source-sining term as acted in Eq. �.27a!
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can be divided into a source  sink! vector S and a

reaction matrix [K], or in eguation form:

BH S = BH [KJ P + H BS
T T T

�..74!

K�.o o

o K» o
�. 7S!S=o

0 O

-9S-

where P now becomes a mass concentration vector con-

taining constituents and H is the instantaneous water
T

' depth as previously noted.

Ta its general form this scheme allows for

nonlinear transports of constituents. Decay rates de-

pendent on any particular species concentration and coup-

ling between individual species can all be handled via

this reaction ma rix scheme.

For example, consider modeling of total coliform

bacteria for three independent groups of sources. The

reaction matrix for this model and the mass concentration

vector then becomes:



where

K K and K - the first order decay
j l

constants

P P and P
3

- the concentration of coliform

bacteria for the first, second,

and third source groups respectively.

due to the growth of algae. Assuming that the B.O.D. can

be modeled as a single first-order reaction coefficient and

if photosynthesis is neglected then the reaction matrix [K]

-99-

An example of a two-stage non-conservative reaction

model can be shown with the biochemical oxygen demand

 S,O.D. ! and dissolved oxygen  D.O. ! interaction in

a fluid. Discha ges of organic waste f om municipal and

industrial outf alls are decomposed by oacteria in the

surrounding water column. These bacteria require oxygen

to perform this function which they take from the receiving
waters. The amount of oxygen utilized in the process is

referred to as the B. 0. D. Replacement of the dis solved

oxygen occurs through reareation at the surface and in
certain cases throughout the water body due to photosynthesis



ance the mass concentration vector P can be written..

A

0 K

A SAT

P2

�. 76!

where

K � first order decay coefficient for B.o.D. �/sec.}

Point sources of 309 and DO such as occur at sewage out-

falls or benthic demands are simulated by employing pulse in-

puts to the source vector, S, at appropriate spatial points.
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P
l

P
2

SAT

reareation coe f f icient of oxygen �/sec!

DO concentration  mg/N !

BOD concentration   mg/ A. !

Saturation concentration of oxygen  mg/g !



BHS =B  H+P! S
T

c-~

B{H +f! K. P. o . +  H + f! K.,
j%1

+ + B  H+!! K.,P.P, + B  H+f]
j i+1 13 3

P. B

�.77!S.

~j~
indicates an averaging over the timefor which

levels Immit and   g + 1/2! Qt.
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Generalization to higher � order reaction schemes

euch as the nitrogen system follow a similar pattern

of development and will not be covered in this work.

Following the work of Leenderste �4! on a two-

dimensional vertically-averaged water quality model, a

finite-difference approximation for the reaction scheme

can be developed. ln this presentation the results of

his work will simply be altered to apply to the model

development employed and the interested reader is re-

ferred to Reference �4!. The notational scheme follows

that previously used to present the finite-difference

approximation to he mass balance equation. Then fear the

first-half time step, going from time level 2 to time

level 2 +1/2 we find:



where
i=1

1C i <j max

1 ~ j max

1Ci gj max

j max � maximum number of constituents

and for the second-half step, going from time level ~ + 1/2
to time level ~ + 1 results in:

BH S =QS  H +f! K..P oL. +
T I j j i

B  8 +!! K..P, +
j>l4 I

+5  H+f! S. �.78!

vector.

The numerical computational scheme for the reaction

matrix is performed by a sequential use of forward and

-102-

It is observed now that the constituent concentrations

of the previous finite-difference approximation for the

mass balance equatio~ now become generalized to P, where i

represents a specif ic element o f the mas s concentration



backward information as shown by Eqs. �.77! and �,78! .

For example, if j constituents are transported in
max

the fluid for constituent i information in the reaction

terms at time 1evel ~+ l/2 is used for all constituents

for which a sequence number j is smaller than i. For

a11 constituents which have a sequence number larger than

information at time level J is employed. The con-

stituents in this step are computed in ascending order

from i = 1 to i = j
max '

During the second-haLf step from time level ! + l/2

to time level 3 + 1 the constituents are computed in descend-

ing order, i = j to i ~ l. Information on time Level
max

Q + l/2 is employed for all constituents having a sequence

number smaller than i and values on the time level 2 + l,

are used for all constituents with a number larger than i.

The preceeding procedure centers the reaction matrix infor-

metion over the time interval 3, to k+ l, wheress the terms
.th

involving the i constituent are taken centered over each

half time step.
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MASS BALPZ~CK CHECK

An important part of any transport computational

model is to assure that the mass in the system remains

conserved for any conservative substance. This pro-

cedure assures that the finite-difference equations re-

presenting the partial differential equations are cor-

rectly formulated and that the boundary conditions have

been properly posed.

In fundamental terms the mass balance for the com-

putational model becomes:

Output of substance
due to dispersion +
and advection

Sources

of

subs tanc e

Input of substance
due to dispers ion
and advection

� Sinks of
substance

total mass in the field

This relation should hold for the time domain of the

computa tion.

In addition to conserving mass over each time step,

the computational scheme must shaw that cumulative error in th



mass balance must also stay within acceptable limits,

for large fields  l6 X 50! to + 1 5. Also if a constant.

field concentration is set in We computational grids and

the same value is used for the boundary conditions then

for mass to be conserved in each grid the concentration of

that, grid cannot change with time as the model is run,

For both the dimensionless z axis madel and the dimen-

sional model of the finite-difference equations, numerical

modeling experiments show that mass is conserved to with-

in + ah.5 5 cumulative mass error for a 16 X 50 grid system

with initial field concentration of 4,0 mg/f and a typical

consevra ive tidal velocity field. Program runs consist-

ing of over a thousand time steps indicate that the con-

centration of each grid square remain unchanged. With these

conditions sati.sfied it has been verified that the model

and boundary conditions have been correctly approximated in

regards to conservation of constituent mass.

If however, the values of dispersion become excessively

large in either model, a loss of mass will occur near com-

plicated geometry or boundary conditions. These problems
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can be overcome by suitably altering the dis-

persion in these areas or locally smoothing the

geometrical representation of the estuary at that

particular point.

-106-



CHAPTER 4

EFFECTS OF CO'5'UTATIOH'AL MODEL APPROX'

DISSIPATIVE A'ID DISPERSIVE ASPECTS

When a properly designed computational method

using finite-difference approximations of partial

differential equations is used, a decrease in grid

size will cause the numerical and analytical solutions

of the differen ial equations to converge. Therefore,

before proceeding with the solution o any uch et of

equations an analysis or analytical determination of th

computational effects of grid discreteness should be

performed on the proposed finite-difference model. This

ha+ever, is often not a convenient approach to use on the

full set of equations due to limitations in computer size,

memory and speed.

To overcome these difficulties an analysis can 'he

performed on a simpler but similar equation. This pro-

cedure will be used in the following discussion having
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been originally outlined by Leenderste �! .

At any instant in time, the spatial variation

of mass density in the area of computation can be con-

sidered to consist of a superposition of Fourier series

with differing spatial frequencies. The computational

effects of importance are dissipative and dispersive.

By dissipative it. is meant that the components of the

Fourier series decay without any physical reason, whereas

dispersive refers to the difference in propagation speed

of components in the computational model and. those. in the

analytical or prototype solution,

These effects, disoers've and dissipat've, are

therefore to be avoided in a computational model since we

would be unable to separate physical processes such as

diffusion, decay of waste components, etc. from computational

effects. This difference would also result in a mass-

- transport model which would be incapable of conserving mass.

To study these dispersive and dissipative aspects a

one-dimensional mass transport equation with constant ve-

locity, estuary width, and dispersion coefficients will

be used. The equation has the form:
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t+i bl J+! g+~
P � P + ~ � u   � +«'.!P � 2acP + �-4! P !

m m 2bx m +1 m m-1

b! 5!
 P -2P +P ! =0

x 2 m+1 m m-1
 hx~

�.z!

and=

5+r 3+r R+r
+ � u  � +W! P � 2a ' P + �-o ! P ]

2hx m+1 m m-1

b.!
P - P

m

 +!
-D � I;p -2P +P ! =0

x 2 m+1 m m-1
 hx~

�. 3!

where the following notation has been employed

P  mhx Ld t!P

bx = grid size for x spatial direction

4t ~ time step size

-1,0, 1  indicating weighting factors i. e. backward,

central, and f ozward di f f essence schemes ! .

Using a multioperation scheme for this equation

similar to that used for the two-dimensional scheme in

Chapter 3, the following equations are obtained:



The solution of the f inite di f ference equations

can be expressed by a Fourier series, For this eq-

uation then:

P x,t! =X�, P+ exp. [ i   0 .x + u.t! j
3 3 3

�.4!

where

CO . ~ frequency
3

0 . = wave number
3

3 lf2t3J ~ ~ ~ m

P+, ~ complex amplitude
3

results in:

g+ ] * he
P ~P / f 1+ � i u sin  Gdx!

hx

� cousin   1+4 D 2 sin   ! ]
2bt . 2 aux dt, 2 d Dx

5x 2. Qxj 2 �. 5!

or

*4+ 1 *~
P a!p

K m

where:
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How since the equat''on is linear, onl- one term of

Eq. �.4! needs to be considered in the analysis. Sub-

stituting the first term of Eq. �.4! into Eq. �.2!



�. 7!

Using a similar procedure for Eq. �.3!

where

h,t 25t,, 2 <flax x . 2 aux
4D gt

A = 1 � i u sin G 5x!+ o i sin   !- sin   !
gx Qx 2

 hx!
�. 9!

Using Eqs. �.6! and �.8!

~ I+2 *4
=g  ht,Q! P

SL a ' m �. LO!

where:

g  gt K! = A.
a ' l 2

g   gt, 6 ! is called the amplificatio~ matrix and since it
a

has only one element, its value is also its eigenvalue  $!.

The eignvalues of the amplification matrix provide

-111-
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important information on the computational scheme. For

stability, according to the Neumann condition �3!, which

is explained in greater detail ih the convergence and

stability section of this chapter, the criterion is

1+0  at! �. 12!

The validity of this condition should hald for all

wave numbers 0 . Numerical experimentations show that this

condition is always satisfied for space cente ed. spatial

differences   W = 0! but are not ~alwa s satisfied for

off centered differences  <= 1, � l!. Therefore, the

rema'nder of the anal:sis will be completed for spatially

centered dif erences. Now one can see why car=" was taken

in the derivation of the finite-difference representation

to assure central spacing.

Employing the concept of the complex propagation

factor �! the eignvalues can also be used to study the

dispersive and dissipative aspects of computational schemes.

This factor indicate5 one component of the constituent field.

with a wavelength L . A wave will be designated as the
w

periodic variation of the constituent. To represent the

field, finite differences are used in spatial coordinates,



and the progress of the wave is followed over the wave-

length. Numerical computations however show changes of wave

amplitude and propagation speed from those that actually

occur in the prototype as represented by the parabolic

partial differentiaL equations.

To study these differences the propagation factor

wilX he employed, expressed as a function of 0 ~ or

L /, which is the number of finite differences perw hx'

wavelength. The propagation factor then is defined as

the complex ratio of the computed wave in ampLitude and

phase to the prototype wave after an inter.-aL in which the

prototype wave has trave ed over its wavelength. Therefore,

the modulus of the propagation factor is a measure of the

amplitude decay during the computation, while the factor's

argument. is a measure af the phase shift. consequently, it

can be expressed. as:
L

T  !-
Ax exp   i  cut +Ox]!

�. 13!

where

2'TP
X I' ~ L

g

2W
t

Ca3

also

I frequency of the computed wave

frequency of the prototype wave



Figure  . 4 � l ! shows the difference between

the prototype and computed waves. The dissipative

and dispersive effects are easily noted. The mo-

dulus [ T   / x ! J is the ratio of the amplitudes
Lw

of the computed wave to the physical wave after time

L / u and therefore represents the dissipative
W

effects of the computational procedure. This quan-

tity is noted as A" B" / A' B~ in Fig. � 4 � l.

To show the phase lag of the computational scheme

a comparison is made between the wavelength of the

computed and physical waves. The ratio of these

two quantities, noted as B B" / B B in Fig. 4�

is indicative of the dispersive effects of the com-

putational procedure,

For the first portion of this analysis the

behavior of the physical or prototype wave will be

considered.
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The general solution of Zq. �.1! is:

P x t! =P* exp  i   0x+ ut! ! �. 14!

Sow introducing Eq. �.13! into Eq. �.1! results in:

2
OP+Ou i D g =0

x
�. 15!

or rearranging:

CV 6 -u+ iOD !
x

�.16!

which is the relation between wave number and frequency

for the prototype wave.

Examining Eq, �.16! it is found that if a periodic

spatial wave is used for the initial condition, -hat it

2exp   � g D ~t! and the wave will have propagated a
X

distance u bt. This can be seen by substituting Eq. �. 16!

into �, 14! then:

P x~t! = P* exp  Q i  x- u ht + iC D ht!

New let,iigg:

p*

x = ubt

will decay with time. For a spatial wave of unit

araplitude and after a time ht, the amplitude will decay as



then it follows that:

P x t! = exp   -0 D bt!2
�. 17!

However in a computational scheme a different re-

lation between frequency and wave number probably exists.

Introducing Eq. �.13! into Eq. �.2! and using the

spatially-centered difference scheme  aC = 0! the following

is obtained:

i ddt
1+ i A+B

�. 18!

I
where td is the frequency of the implicit step com-

putational method and:

A ~ � u sin  g gx!
At

A,x

B = 4D ~ sin   !bt . 2 0hx

 bx !

During time interval b,t, the computed wave of this step

decays as the modulus of

�. 20!
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The number of operations to be used at a time step ht

for the physical wave to propagate over its wavelength is

L
w 2~

5tu ubt0
�. 21!

and the modulus of the propagation factor for this step

becomes:

T   Ax! �,22!

A

R �v ht! ~ � tan
e l L+B

and the real part of Eq. �.16! obtaining:

R   Ca!bt! = 5tu I
e

�.24!

Thus the ratio of the computed to physical wave speeds

becomes:

R  cu at!

e

�.2S!

and the phase angle of the propagation factor is then:

In addition the wave speed of the computational scheme

is different than that of the physical wave. o compute

the difference taRe the reaL part of Eq. �.7! and obtain:



Arg [ T   w /b.x! J 2W R - l!
L

1 l
�.26!

Proceeding with a similar line of reasoning for

the second step using Eq. �.3! and Eq. �,9! results in:

exp  - g D gt!
2

X

T   bx! �.27!

and the computed wave speed to physical wave speed ratio

R =tan   1-B!s
~ta-u

�.2S!

also:

L

Arg f T   bx! J =211 R � 1! �.29!

In the multioperation scheme described in Eqs. �.2!

and, �.3!, each operation is used n/2 times per time step

and hence the modulus of the propagation factor for the

multioperation scheme becomes:



Ylg

�. 30!

and the ratio of the computed to physical wave speed is:

R � tR+R!1 2 1 �. 31!

Taken separately the first step shows that it is

strongly dissipative, while the second step becomes un-

stable. However, in the multioperation scheme the method
L

w /proves to be stable and if appropiate values of 5 x
are chosen, neither dispersive nor dissipative.

Figures 4-2, 4-3, 4-4, and 4-5 represent the results
u5t / D bt of a parametric study using M and x   b,x!.

From these figures it is clearly evident that a decrease

in spatial grid size results in a convergence of the sol-

ution of the finite-difference equation to the partial

differential equation. This phenomena works in different

ways, not only is the spatial discreteness improved but the

decreased grid size also permits a lowering of the dis-

persion coefficient which, as can be seen in Figs. 4-2

and 4-3, gives better results.
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Xn summary then the Figs. 4-2 through 4-5 shpw

L

3.. Increasing of hx, grids per wavelength,w/

produce better agreement between the physical

and computational models.
D gt

X
Decreasing

 hx!
2

u bt
at a constant improves

hx
2.

results.

0 Qt
u ht X

3. Increasing of at constant
  gx!

improves results.

4. In general at least 10 grid spaces per wavelength

must be used for an a 'e=uate solution.

STABILITY A'V%LYSIS

Zn order to hetter understand of stability

that the solution is also convergent and satisfies the

-l25-
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employed again, but in a slightly different manner to show

that this finite-difference approximation to the mass

transport equation in two dimensions  x,z! is always stable,

It must be remembered however, that only when it is shown



dissipative and dispersive requirements is the solution

algorithm using these finite-difference approximations

a fruitful scheme. The following presentation is similar

to Mitchell's approach for two-dimensional stability an-

alysis. For a definition of stability assume that:

P � theoretical solution of the finite-difference
m,n

equation,

and

P - numerica l solution of t he f inite-dif f erence
m,n

equat ion.

where

= p   ml!x, ndz,!at!

Taking the difference of these two quantities we obtain:

P P Z
m,n m,n m,n �. 32!

Hew for stability to exist, Z must remain bounded as JI
m,n

increases, while Dt remains fixed for all m and n.

The Van Neumann method of analysis claims that a

harmonic decomposition can be made of the error Z at

discrete grid points at a given time level, leading to the

error function
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E x! $ A, e j
i .x �.32a!

where in general the fregnency   $.! ant j are arhitrary.
3

For an analysis it is necessary only to consider a single
i$,xterm of Eq. �.32a!, g ~ where p is any real number.

it is necessary to find a solution of the finite-difference
iPxequation which reduces to g 's when t = 0. Let this

solution be

~,< iqx
C,

�. 33!

where c4> - <   3, ! is, in gener l, complex. Now the or-
5 cs

1 xiginal error component < ' will not grow with time

provided that:

�.33a!

for all oc . This is Von Neumann s criteria for stability.

When using the Von Neumann method the following points

should be remembered �8!:

1. The method which is based on the Fourier series

applies only if the coefficients of the linear

-127-

To investigate the error propagation as time increases then



differential equation are constant. No method

has been derived for non-cons tant coe f f ic ients

at present. Xf the difference equation has

variable coefficients the method can still be

applied locally and it might be expected that a

method will be stable if the Von Meumann condition

derived as though the coefficients are constant,

is satisfied at every point of the field. There

is much numerical evidence to support this con-

tention �8!.

2. For two-level difference schemes with cne depend nt

variable and any number of independent va"iab'es,

the Neumann condition is sufficient as well as

necessary for stability. Otherwise, the condition

is only necessary.

3. Boundary conditions are neglected hy the Von

Meumann method, which applies strictly only to

pure initial value problems with periodic initial

data.
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New taking the finite-difference equation as found

in Rq. {3.20! we have:

ll
Z

~3 Sx "'x~x" ''ZS
0 0

Yl g+l
�+>~ S  ~!l �+< 5  m!

0 0

[l+ � S  BD I ! J f l+ S  BD
0 0

rl r2
<'-2B ~ < '> ~'-2B ~z '

0 0

{3.20!

a m ll
r B

D
X

2 B
0

22 B

2 B z
O

l UB

2 B
0

{4.34!

2 WB
d

2 B
0
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To begin the stability analysis it is assumed that at

a given instant B , W, U, D and D are locally constant.
Z

Therefore, we may group constants, letting





�. 37!

where

�. aS!

and now letting

� + 2a + 2b! al

 -a + c/2!

 -a � c/2!

 -b + d/2!

 -b - 4'2!

�-2a-2b!

a2

a3 �.39!

a4

a5

a6
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Then using the relations in Eq. �,39! and dividing Eq.

jg~n,x
�.37! by P C. g and rearranging we obtain:





 AA! BB! � AB! BC! . BB! AB + AA BC

 BB! +  BC!
2 2  BB! +  BC!

2 2

�. 43!

scheme is stable if + l. Numerical computations of

�.43 I for arbitrary values oy $> and Va show that

the scheme is unconditionally stable. Results of the com-

putations are shown in Figs, 4-6 and 4-7 and show similar

behavior as those outlined in Figs. 4-2 through 4-5.

CONVERGENCE

As was previously mentioned, for a finite-difference

approximation to be valid not only has the solution to be

stable but it also must be convergent. By convergent we

mean that, the theoretical solution of the differential and

difference equations at a fixed point P  x,z,t!, tends to

zero uniformly as the net or grid size is refined in such

Ax, b z, 5 t ~ 0 and m3n, L ~ cGa way that

-l33-
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with m hx, n h z, and k 5 t remaining f ixed. The

fixed point P x,z,t! is anywhere within the solution

region.

From the analysis carried out in the section on

dispersive and dissipative aspects it can be seen that

the solution of the difference equations converges to

the theoretical solution of the differential equation.

Further evidence that convergence is obtained is pro-

vided by the modeling efforts of Leenderste�!.

The dispersion term in the parabolic equation for

mass transport acts as a numerical damping term, since it

helps to eliminate oscillations of a finite-difference

solution about. the true convergent. solution. Such os-

cillations are frequently found in computational schemes

�3!. Perkins �0! has also shown similar results for

attaining of both a stable and convergent solution. Figure

� � 4-3 clearly displays this effect for the computational

scheme which is being developed.



bXSCONTINU1TES

As has been mentioned previously f inite-dif f erence

methods of the type developed in approximating the mass

transport equation are well suited to slowly changing

variables. Tn most estuarine problems, however, the

sources af pollutant enter the model at discrete points.

This is unfortunate from a computational v'ew point since

a finite - difference equation assumes immediate and co~piete

mixing of the pollutant in a particular grid and thus a

local disturbance is generated in the solution.

Just upstream of the discharge, a discontinu'ty in

mass density exists. The computational scheme is unable to

represent this discontinuity adequately since the Pourier

series decomposition of this jump leads to many very short

waves which cannot be resolved into the grid network and

became aggregated into waves with a few parts per wavelength.

These waves, because of dispersive effects, underestimate

the influence of dispersion and lead to incorrect repre-

sentations of the solution in the surrounding areas.

To overcome this problem artifical dispersion at the
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location of discontinuities is often used �3!, thus

locally smoothing the solution. A convenient and ex-

pedient manner to accomplish this is by upstxeam flux

differencing, which usually increases dispersion just

enough to counter the generation of a spatial disturbance.

For example, if a source is located at the point

1
m,n and the velocity U     m + � !Ax, n Az, lkt! 0,

2

1then at the locate.on  m + � !hx, n b z,4t the mass

flux flowing toward the point of discharge is computed

to be UP where P is taken "upstream" at the location

 m+1!Ax, n Az,IFht rather than heing an averaged value,

X
P This technique is more graphically presen ed in

Table 4-1. TJsing this mass flux in the advective trans-

1port m Ax, n 0, z,   i+ 2 ! ht according to Leenderste�!
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achieves conservation of mass of the substance and elim-

inates the problem. Numerical experiments with the two

models confirm this mass conservation. With this approach

the influence of the source at location m,n is not felt

upstream other than through the contribution of the dis-

persion term. If, however, the normal finite-difference
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equation is employed at the local discontinuity, the

upstream mass density generally becomes severly suppressed

and subsequentially leads to a dampened spatial oscilla-

tian.

In two-dimensional flows, the exact location of the

discharge is not always known, and a highly complicated

line of discontinuities can appear in the spatial field.

Different approaches can be tried to remedy .this effect.

First we can neglect the effect altogether and interpret

the computational model results accordingly, or secondly try

to adjust the dispersion values, as considered previously.

To accomplish this second method, results cf numerical

wor'k on shock wave analysis by Lax and Nendroff as presen-

ted by Ritchmyer and Morton �3! are employed.
I

An added artifical dispersion, in this method, is

employed whenever the mass density values are significantly

different from surrounding values and no artifical dis-

persion is used if the mass density values are approximately

equal to near-field values. For example, the dispersion

terms take the form
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D 1 D 1  x p !m+1 n- mnm+ �,,n m+-,,n 1+  2! e
 p p !

m+1, n+. m,n

D 1 =D 1 1+   e
m,n+ � m, n+�

2 P 2  x p !
2 D

m,n+1 + m,n
�, 44!

where e = constant
D

and similarly for D and D
m-1/2,n m, n-1/2

The addition of Eq. �.44! to the computational

scheme adds considerably to the computational time and

the method of ignoring the complicated l'ne discontinuity

is usually chosen.

INTERMEDIATE BOUNDARY AP9 ROXT,'<9,T10NS

 +-
The intermediate value P 2 introduced into the

finite difference computational scheme outlined is not

necessarily an approximation to the solution at any value

of the time,.despite ihe fact .that we have referred to is

as "the first-half of the time step" and in similar terms.
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As a result, the boundary values at the intermediate level

must be obtained, if possible, in terms of the boundary

values at t~ ttht and t ~   2+ 1! d,t. Nitchell �8!

however states that as long as the boundary conditions

do not display rapid changes with time and a lower ac-

curacy method is used, that a simple averaging of the

boundary conditions at the two time levels should be

adequate. For the case of water quality parameters these

assumptions are usually justified and the above inter-

mediate boundary approximations are used.

COY'ANTS OY H~GF.-"R ORDRAW BCHEYZS

Xn mathematical modeling, the spatial representation

or discreteness is often a limiting factor, since large

arrays must be 3cept in active computer memory. The re-

presentation of hydrographic data and the finite-difference

approximations which are used give a rough approximation.

Consequently higher order approximations in the spatial

dimensions seldom provide a noticeable increase in accuracy.

A better approach is to refine the size of the spatial grid

spacing.
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COMPUTER MODELING VERIFICATION AiTD APPLICATION

CHOICE OF MODEL

Xt has been indicated that both a dimensional and

a non-dimensional z-axis model have been developed fox the

laterally-averaged, mass-txansport equation. An obvious

question that arises is which model to use. To deter-

mine the appropriate choice one must first realize

the constraints on each model. The imensional. z-ax' s

model has a ixed surface � there can be no variation of

the surface with time, as is found in all tidal situations-

while the non-dimensional z-axis model can account for

tidal height variations. Therefoxe, in general, when sig-

nificant tidal height variations are encountered the non-

dimensional z-axis model should be employed while fox

negligible tidal height variatio~ the dimensional z-

axis model may be employed. Another factor to consider

is the vertical representation of the estuary, The non-

dimensional model can easily handle a wide range in depths
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whereas the dimensionaL model is fixed by a given grid

size, Since the nondimensional madel is the more widely

applicable it. is the one which has been used for the

majority of the modeling verification effort. The di-

mensional model however has been verified to conserve

mass and can therefore be employed as an engineering tool

even though it has not been used extensively in this

wor3 .

APPLXCABEL jTY OF TH- PROPOS~A i'OQE'L

The two-dimensional, laterally-integrated, mass-transport

model is valid only when the assumption of small Lateral

variations in mass density across any section in the es-

tuary is true. For Narragansett Bay this assumption is a

good approximation in the upper half of the Bay where water

quality parameters or more correctly D,O. and B.O.D., dis-

play their largest variations.

. Other assumptions made are that the dispersion co-

efficients can be adequately represented by empirical re-
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lations. For this water quality model a modified

Elder~s approximation for longitudinal dispersion and

Pritchard's model for vertical dispersion have been

used. Of these two assumptions regarding the dispersive

transport the second, Pritchard<s , poses the most severe

assumption since the whole vertical structure is deter-

mined by this formulation because the vertical velocities

have been assumed to be negligible.

GRID SZLZCTZQH =OR i4ARMQ3,'~;SETT BAY

The selection of the grid size and the dimensions

of the subsequent computational arrays are governed, by

several parameters. These variables include accuracy of

solution desired, available computer storage space, pro-

gram turn-axound-time, and expense of computer time. For

example, if a large grid size is chosen, computer time

and storage is minimized, however the loss in accuracy of

representation of the actual estuary may cause the results

to be numerically correct for the equations but fruitless
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in determining any of the significant variations

in water quality parameters in the area. On the other

hand if the grid size is decreased, computations must

be made on more points which increase the computational

effort by a factor inversely proportional to the square of

the grid size �5!. Zn addition, the time step size has

to be decreased, since the dispersive properties of the

computational method are related to the ratio of the time

step to the spatial grid size and thus the computational

effort becomes inversely proportional to the third power

of the grid size. Vow a bet er rapresenta ion of the

geographical area is obtained but he limits of computer

storage are soon reached. No mention has been made of the

expense and turn-around-time of computer operations but. these

also become important due to the size of computer storage

involved. At best, the problem of determining the grid

size is complicated and should be weighted very carefully

in determining the modeling effort to be expanded.

To verify the mass-transport model, Narragansett Bay

as shown in Fig. 5-l was chosen. The area of interest in-

cluded a region from Rhode Island Sound to the lover reaches
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of the Seekonk River in Providence. Neither the Sakonnet

Mver nor Ht. Hope Bay was included in this initial

. modeling program.

Zn order to achieve good spatial definition, 14

vertical grids for the non-dimensional z-axis model were

chosen with 46 longitudinal grids of 3038 ft or 1/2

nautical mile  nm! along the estuary x-axis. With this

combination the storage arrays for various water quality

parameters were 16 X 50 leading to a total computer

storage requirement of approximately 256 K bytes for

the entire mass transport p cgram.

GEOG RAP H1 CAL Z CPUT DATA

A good representation of the area under study from

a geographical or bathymetric viewpoint is the fizst im-

portant step in any modeling effort. To obtain information

on the average section depths and widths for Harragansett

Bay Chart 4 353 of the Coast and Geodetic Survey was em-

ployed, Fig. 5-2. Zn gathering this data however, the basic
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assumption of the model must be remembered - laterally

integrated. This assumption can also involve averages

over depths as well as cross sections. A typical ex-

ample of this situation is observed at sections across

the lower bay over the East and Nest Passages. Bathy-

metric data show large differences in the average depths

of the two passages, To model the entire cross section

then an average depth of the two passages is chosen and

a new bottom profile developed. This approximation is

used si~ce dispersive relations for the model are directly

related to the section depths, and since no cross sect'oral

variation in depths occur in the mode', the best estimate

of the depth of that cross section for 'purposes af cal"

culating a reasonable dispersive transport coefficient

should be used. Fortunately, in Narragansett Bay, where

this averaging process must be extensively employed, at

the lower bay region, is the area in which water quality

parameter variations are particularly small. However,

for other estuaries this may not occur and the results of

the model must be interpreted accordingly.
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WATER QUALITY INPUT DATA AND BOUNDARY CONDTTEOÃS

Good initial value arrays of the water quality

variables help significantly reduce the computational

tiILe required to achieve a pseudo steady-state approxi-

mation to the water quality variables under investigation.

To achieve this goal, data from the actual estuary can

be used as initial conditions for the water quality model.

In this light, all available D.O. and B.O.D. for- Narragan-

sett Bay were collected. laterally-averaged for each section

and used as input conditions for the initiaL model "un  8,

3l, 32, 33!.

For subsequent runs the output of the water quality

model included a set of punched cards of the final field

concentration which then could be employed as i~puts for

the next program simulation run.

The data for open boundary conditions for b.O, and

B.O.b. were obtained from existing field data  8,31.,32,33!

and were held constant over the entire proqram running

time. Indications have been made as to hav values of mass

densities can be extrapolated from within the field but were

not used in the model since the simulation effort has

initially been on long term variations due to a lack of

-l52-



good accurate short term data. By long term it is

meant that data over a particular season is being used.

HYDROVYVA~tECS OF BAY

Since the mass-transport, model as developed has no

provisions for computing its own velocity fields these

data, as a function of time, had to be found from another

model or experimental data.

Based on the original t'dal model, developed by

Leenderste  9! a narragansett Bay circula ion and tidal

hydraulics model was completed and verified �4!.. A

grid size of 1/2 nm squares was chosen as shown in Fig.

5-l for this effort. However, the assumptions of this

model were that the momentum and continuity equations

are vertically integrated and therefore the tidal vel-

ocities represent vertical averages over each section. By

simply averaging the u velocities  x direction! across each

section using a flow rate and dividing it by the cross sec-

tional area, one obtains a pseudo, one-dimensional vel-

ocity field in the
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x-direction. One can now assume that this is the

driving force for the two-dimensional, vertically-

structured water quality model being developed if the

cross sectional flows or lateral flows are small and

that the vertical velocities are negligible. For Nar-

ragansett Bay in the regions of greatest interest for

water quality parameters, the upper Bay, both these

assumptions are essentially true. The implications of

this approximation for the velocity field are that the

longitudinal advection and dispersion and the vertical

dispersion are the primary mechanisms for constituent

transport. The area in which these approx'mansions are

worst - in the lower bay � is where the water quality

parameters show the least variation,

Therefore to drive the non-dimensional z-axis water

quality model, cross-sectional averaged tidal height and

tidal velocity, u , for each longitudinal section of the

Bay were generated by the tidal hydraulics model and

stored in computer memory. These data were taken by the

above water quality model, forced to satisfy continuity

of water over each grid in the field and then used as the

velocity data for the model.



Numerical results show that this procedure leads

to a fairly accurate representation of the velocity field,

even considering that it has been forced to conform to a

new grid system. A better approximation of course could

be obtained by completely developing the corresponding

non-dimensional z axis hydrodynamic model for the area.

The biggest drawback in employing this type of hyd-

raulics model is its poor representation of the Providence

River area. Since the hydrodynamics model attempts to

match such a large area with as few grids as possible it

was inevitable that areas wi h relatively small cross

sections as the P"ov'dence River would be poorly modeled.

An idea of the amount of this deviation 'from actual estuary

geometry can be obtained by comparing the area modeled by

the hydraulics model with the actual estuary cross-sectional

area. Performing this operation shows that in the Providence

River this rat'io has values as large as 4.5 while in the re-

mainder of the estuary the ratio falls between .85 and 1.2.

Also, when the velocity field is forced to obey a con-

tinuity equation, before being used in the mass-transport

equation, the small but yet all important net outward trans-
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port due to river inputs and land runoff is last. To

counter this loss a source of inflow term was added to the

'continuity equation.

A comparison of all velocity profiles determined

from the hydraulics model, forced to obey a continuity

equation with and without corrections for river inputs can

be seen in Fig. 5-3. It is noted that the agreement

between the continuity equation forced velocity profile and

that supplied by simply obtaining the average u velocity

field for each section is remarkably good. The places of sig-

nificant deviation occur, as can be noted f"om- Fig. 5-1,

when the ac ual estuary area being modeled displays sig-

nificant cross stream velocities. Observation of the ad-

dition of the river inflows shown only slight variation

from the forced continuity equation results and only in the

Providence River area are the values noticeable where the

cross sectional areas are particularly small in comparison

to tidal model areas. Several runs were made which tried

to correct the river inflows by using the tidal model cross

sectional area, actual estuary cross sectional area ratio in
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an attempt to ma3ce the model more representative of

actual conditions. This approach however proved fruit-

less since the magnitude and variability of these cor-

rection factors caused the solution to oscillate consider-

ably. Therefore the uncorrected river input continuity

equation is used as the tidal velocity input and the re-

sults interpreted accordingly.
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MODEL VERIFICATIOH OF DISSOLVED OXYGEN.J-BZ"CHE'4ICAL

OXYGEN DE~i HD SYSTEN

Zn order to verify the reaction scheme for the D.O.-

S.O.D. system the model with geometry for Narragansett Bay

was run under a zero B.O.D. loading condition. Xt is

important to realize that this exercise does not imply

any final results of estuary cleanup time hut merely demon-

strates the response of the model and the subsequent changes

in D.O.and B.O.D. concentrations.

Using initial profiles of D.O. and B.O.D. obtained

from existing data for the Bay  8,31,32.33! the mode' was

run for a period of about 24 days. All boundary conditions

were linearly extrapolated to their cleanup values over a

2 day period  i.e. B.O.D. concentration to 0.0 and D.O.

concentration to saturation value! and remined constant at

that level throughout the following days. Since the re-

areation process is particularly slow for large deep bodies

of water a value of thirty times the Dobbins-O' Connor �5!

reareation coefficient was chosen to accelerate the surface

reoxygenation phenomena. The decay coefficient was also

chosen with similar reasoning in regards to the decay of
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-1
B.O.D. with a value of .25 day

Figures 5-4 and 5-5 display the vertically-averaged

profiles of D.O. and B.O. D. respectively, in four day

intervals beginning with the initial conditions, where

the longitudinal estuary section numbers are equivalent

to the N values shown in Fig. 5-1. The decrease of

' B.O.D. due to flushing and natural decay processes is

.readily demonstrated in Fig. 5-4 ~ Zt is also to be

noted that the decay model. for B.O.D. is a first order

process which is clearly demonstrated by the decreasing

difference between the B.O. D. profiles as time progresses.

Simultaneous with the decrease of these B,O.D. concen-

trations, the D.O.  Fig. 5-5! exhibits the expected in-

crease due to dispersion and reareation. In the early

stages, between the initial profile and the levels at. 12

days, however the vertically-averaged D.O. concentration

display levels below the initial. This phenomena can be

attributed to the large loadings of B.O.D. during the first

few days, again due to the first order decay process. Another

point of interest is the peak which occurs in the neighborhood

of estuary longitudinal section numbers ll, l2, 13 . Care-

ful observation of the grid. sectioning in Fig. 5 � 1
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shows that there is a factor of about 2 change in the

cross sectional area which leads to large velocity changes

and subsequent increases in the reareation coefficient.

MODEL KXPERINENTS WITH THE D.O. � B.O.D. SYSTEM

In order to further verify Chat the coupled D.O.

B.O. D. system has been correctly modeled and in addition

obtain information on how changes in the basic coef-

ficients o f reareation and B.O. D. decay a f f ect overall

profiles several computer runs were eve u ed varying these

parameters. Figures 5-6 and 5-7 show the D.O. and B.O.D.

profiles, respectively, plotted against the estuary long-

itudinal section numbers, as defined in Fig. 5-1 for a

constant reareation coefficient and variable B.O.D. decay

constants.

The reareation coefficient chosen was that developed

by O' Connor and Dobbins �5! and adjusted by a factor of

3 to obtain a fairly good approximation to general estu-

arine reareation processes for the area. The decay coef-

ficients for B.O.D. were then chosen to represent both the
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high and low values for a typical estuary system. In

obtaining Figure 5-6 and 5-7 initial estimates of D,O.

and B.O.D. profiles were selected and the computer model

of the oxygen system was begun with a typical sewage

loading distribution as shown in Table 5-l, and geometry

for Narragansett Bay. These initial estimates do not

represent steady state values but are taken from a summation

of the available data. The largest load of pollutants

can readily be seen occuring at estuary longitudinal

section number 7. The depression on either side of this

large load, as noted in Fig. 5-7, c n be attribute" ta

a lack of adecuate dispersion where concentration gzadien~s

become increasingly large. Zn such circumstances in a

natural environment the dispersion coefficient is locally

increased to smooth out the discontinuity of concentration.

If left to continue on its present, path for a period longer

than the two day simulation run shown, the concentration

on either side of the grid which is heavily loaded. will

--~ome negative - an unrealistic situation for an actual

estuary. However, of particular interest here is that
-l

as the B.O.D. coefficient is raised from .075 day to

-l.25 day there appears a significant decrease in the amount
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of B.O. D. present. This phenomena can be attributed to

the normal first-order decay process of B.O.D. Sub-

sequently, the D.O. profile shows a considerable decrease

with increase in B.O.D. decay coefficient which again

may be attributed to the first-order decay process drawing

on the available oxygen in the surrounding water column.

Using similar starting conditions as have been pre-

,viously noted � the D.O. � B,O.D. system model was again

run for Narragansett Bay with constant B.O.D. decay

-1
coefficient of .l day but variable reareation coefficient,

3. and 30. times the O' Con..or-Dobbins �5! formulation.

Figures 5-8 and 5»9 present the results of these runs, It

can be seen f rom Fig . 5-8 that as the rehreation coef-

ficient is increased more oxygen is forced into the water

mass, A peculiarity shown by Fig. 5-8 is the large amount

of oxygen added around estuary longitudinal grid section

numbex 3-4, this can be attributed to a change in depth

of the water column at that point of a factor of 3. Now

since the Dobbins-O' Connor reareation formulation is pro-

-3/2portional to H the reason for this large input is ex-

plained. In addition Fig. 5-9 shows that. variations of

reareation coefficient have essentially ao effect on the
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S.O.D. profile. This can be easily understood since

the D.O. - B.O.D, equation coupling occurs only through

a B.O.D. decay term or, in other ~ords, the D.O. has

no direct effect on the B.O.D. profile.

TEMPERATURE EFFECTS OH THE D.O. � B. 0. D. PROFIIZS

To simulate the effect of variation in water tern-

perature on the D.O. � B.O.D. profiles the non-dimensional

vertical axis computer model was run for two differen

water surface temperature levels of 65 and :5 F which

were kept constant over the entire Bay until a quasi

steady-state was achieved. Figure 5-10 presents the com-

parison of the D.O. and B.O.D. profiles for each case. Since

the effect of temperature is included only in the saturation

and reareation values of D.O. at the estuary surface one

would expect changes only to occur in the level of D.O.

in the water column. This indeed is the case as shown in

the figure for these vertically-averaged profiles.

Vertical profiles of D.O. show that the increase in
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oxygen saturation levels increases the D.O. levels

at all depths with little change in the overall vertical

structure. Zt is evident from viewing this simple

comparison that slight changes in water temperature have

drastic effects on the oxygen saturation and reareation

processes,

VERIFICATION OF NARRAGANSETT BAY D.O. - 3.0. D; PROFILE

In order to verify the nondimensional z axis com-

puter modeled D.O. - B.O,D. reaction sch me and both the

processes of reareation and B.O.D. decay, as well as

pollutant point loading, the model was used to compute

the D.O. - S.O.D. values for Narragansett Bay under typical

summer time conditions. Using data published by the

Providence Journal Bulletin Company �6! which was compiled

from the Northeastern area Environmental Protection Agency

and the Rhode Island Department of Public Health, a current

}.ist of pollution sources for the Bay was obtained. A

summary of the sewage loads that are deposited directly into

the estuary is presented in Table 5-l and the locations
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DIRECT POLLUTION SOURCES FOR NARRAGANSETT BAY �6!
AS OF OCTOBER 1971

ESTUAR>

LONGIT'

SECTION

NUMBE R

 FIG.S-
To

RAW WATER

STATION

80,

POLLUTERS

NAME LOCATION

PROVIDENCE 54000 14000P ROVI DEViCE S RIAGE

TREATMENT P LANT

NARRAGANSETT

VILLAGE

EAST GRE~4ZCH

SEWAGE T REATMENT

PLANT

QUONSET-DAVISVIT LE

NAVAL BASE

NAVY HOUSING DEV-

ELOPMENT

UNIVERSITY OF

RHODE ISLAND

BLACKSTONE VALLEY

SEWER DISTRICT

COHHZ SS IOiN

EAST PROVID ZCE

SPINAGE T~+T~~ZNT

PL~

RHODE ISLAND LARE

WORKS INC .

WARREN SERG E

TREATMENT PLANT

BRZSTOI SEl'lAGE

TREATPIENT PLANT

PEARSON YACHT DZV-

ZSION GR&il:LAN

AXLZED INDUSTRIES

INC.

MELVILLE NAVAL

FUEL DEPOT

RAYTHEON CO.

NEWPORT SEWAGE

TREATi~lENr PLAiVT

JAMESTOWN'Wi S i ER

JAMESTOWN SEWER

FORT ADA'TS NAVY

HOUSING CO:lPLEX

BOWABWZCK

E.GREENWICH 40 22420

2700 1100 31N. KINGSTON

WICKFORD

NARRAGANS ETT

34280 30

40 44

E.PROVIDENCE 52200 42300

E.PROVIDENCE 5000 1000

2160 2160

1900 1300

3900 2000

BARRINGTON

WARREN

BRISTOL

PORTS>lOUTH

15

21

40

29181 161

164 15

6700 6200

13 PORTSMOUTH

PORTS MOUTH

NEWPORT

29

39

14

15

42

42

43

260 2 60

30 30

170 130

16

17

18

JR lES TOWN

JAilES TOWN

NEWPORT
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TABLE 5-1 SOURCES OF SEWAGE POLLUTION FOR NARRAGANSETT BAY

OCT. 1971



FIG. 5-11 LOCATION OF SEWAGE POLLUTION SOURCES AS LISTED

EN TABLE 5-1



are suitably noted in Fig. 5-ll. The table lists both

normal  to river! and overflow  raw! loading conditions

characteristic of dry and rainy weather conditions res-

pectively. These pollutant load levels were then taken to

represent the simple carbonaceous loads and were multi-

plied by the ratio of the model estuary cross-sectional

area to the actual estuary cross-sectional area in an

attempt to correct loadings to fit the tidal model geom-

etry. The reasons for these corrections in geometry has

been previously discussed in the section of this chapter

concerning the estuarine hydrodynamics.

The simulation of the tidal movemen-s has been pre-

viously outlined, in which a net outward flow has been

added to the laterally averaged longitudinal velocity

components from the two-dimensional vertically-averaged tidal

hydraulics model. The results of this procedure seem

adequate to complete the modeling effort at present.

Determination of a preliminary characteristic value

for the B.O.D. decay coefficient was performed by the author

using samples acquired from the Providence River, Employing

a log daily difference approach with the 1.,3,5 and 7 day

B.O,D. values the decay coefficient was found to be in the
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-1 -1
range between .065 day and .25 day, Therefore, as

a preliminary estimate the B,Q.D. decay coefficient was

-l
approximated as,08 day over the entire Bay area.

Further work will undoubtedly be necessary to determine

nere accurate values for this coefficient,

The reareation coefficient formulation for the model

use was taken from the work of Krenkel and Thackston �7!

-land modified to obtain an average value of about .25 day

Considerable di f f iculty was encountered in applica tion

of this classical reareation formulation, since like

all other presently available empirical formulation

techniques of reareat'on it. incorporates both the actual

molecular surface transport of oxygen as well as a dis-

pe1sion coefficient for the entire water column which

characterizes the movement of oxygen to the lower depths.

Howevex, to overcome this problem, instead of using the

difference between the surface saturation value of D.O.

and the value in the grid at the surface as the driving

potential for reareation, the difference between the sat-

uration level and the average value of D.O. f' or the who'e

column of water was employed. This technique appears to

have substantially solved the problem and provided reasonable
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reareation rates for the Bay,

The dispersion coefficients chosen for the study were a

modified version of Elder>s formulation with values of

2
approximately 45 ft / sec for longitudinal dispersion and

Pritchard's density-corrected vertical dispersion coef-

2ficient with values ranging between .0001 ft /sec. and

.02 ft- /sec. depending on the gradients in the salinity

field, which was employed to define the density structure

of the Bay.

To help summarize the input, for the D.O, � B.G.D.

simulation of narragansett Bay Table 5-2 presents the

values employed in the compute ,.odel'ng effor . Indi"at-

ions have also been made in this table as to the location

of the data or formulation scheme.

To compare the results of the computer model to

actual Bay conditions data for both B.O.D. and. D.O. were

collected from the Rhode Island Department of Public Health

�1!, the Army Corps. of Engineers Hurricane Barrier

Study  8!, and the University of Rhode Island's Bay Watch

water sampling program �2!, The values vere then averaged

aver the summer season for each sampling program and

station and then averaged again across each longitudinal
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RANGE OR VALUE CO<QIENTSMODEL DATA INPUT

TIDAL VELOCITIES

AND HEXGHTS
DETERNINED BY

FORCING ONE DiiMNS ZONAL

CONTINUITY ON TIDAL

mDEL �4! OUTPUT WITH
NET OUTWARD FLOW.

2
45 ft /secLONGITUDINAL

DISPERSION

COEFFICIENT

MODIFIED ELDER

FOREBKATIOP  p. 321!
ARITH 25 ft /sec. ADDED
FOR WIND EFFECT

,0001-.01ft /sec. PRITCKKRD FOR"IULATZON
2

 p.321! WITH VERTICAL
STRUCTURE DETER:IZNED BY'

SALINITY PROFXLES AiVD WINI
EFFECT INCLUDED WITH
WH = 3.ft; WT = 6 sec.

WL = 200 ft.

VERTICAL

DISPERSiON

COEFFICXEiVT

65 FTEMPERATURE APPROXI'~ATE SL.i' R

AVERAGE VALUE

-1
.08 day

-1
.25 day

B.O.D. DECAY K

REAREATZON K

EXPERIMENTALLY DETERNIiVED

MDDIFZED THACKSTON-

KP22KEL FORMJLATXON  p.31!
TO OBTAIN .25 day
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TABLE 5-2 SWiKARY OF INPUT CONDITIONS FOR COMPUTER l4?ODELZViG
OF D.O. � B.O. D. PROFILE FOR NARRAGANSETT BAY



MODEL DATA INPUT RANGE OR VALUE COM';LHTS

SEEKONK

B.O. D. ~ 0. 0

D,O. ~ SATURAT-

ION VALUE

 p. 318!

GIVEN IN TABLE 5-1

WITH DISTRIBUTION

OVER VERTICAL AS

NOTEiD ON PAGE 467.

B.O. D.

LOADING

FROM POINT

SOURCES

27, 2-34.'foSALINITY DETEKCIh"D FROM

ZXIS'TING DELTA

 Q,32! . SEE PAGE 470.

TABLE 5-2  Cont'd! STPiMWRY OF INPUT CONDITIONS FOR
COMPUTER lLODELIKG OF D. O. � B. 0.3. PROFILES
FOR NARRAGANSETT BAY

WATER QUALITY
BOUNDARY

CONDIT IONS
FOR D.'0. AND

B.O. D.

B. O. D. ~ . 2077

 VSN! + 1 . 485
D.O. ~ . 1538

 VSN! + 1,392
OCEAN BOUNDARY

DETERMINED FROM
EXISTING DATA

 8,31,32,33!
WHERE

VSN � VERTICAL

SECTION NUMBER

2 ~3.5, BOTTOM
TO TOP, RESPECTIVELY



estuary section as defined in Fig. 5-l. The sampling

results for D. O. and B.O. D. for both top � f t. below

water surface! and bottom � ft. above estuary bottom!

samples vere then plotted against the longitudinal estuary

section number. Starting with a set of initial conditions

for both D.O. and B.O.D. taken from these data the com-

puter model was run with the conditions as presented in

Table 5-2. The model runs vere continued until a quasi-

steady condition was reached as determined by no sig-

nificant changes in the depth-averaged D.O. and B.O.D.

profiles. This process required approximately 30 days

simulation time . c igures 5-12 and 5-l3 show a compa r i son

of the computed pro iles or bo h depth-averaged. and top

and bottom stations compared to actual data for the D.O.

and B.O. D. values, respectively. Error bars used on both

figures show maximum levels found in the computer model

results, or minimums.

Figure 5-l2 shows that both for the depth-averaged and

top sampling stations the comparison between estuary D.O.

Cata and modeled results is good to excellent while the

bottom sampling station results agreement to model results
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is only fair to good. B.O.D. profiles, as shown in

Fig. 5-1.3 appear to be in good agreement in the upper

estuary but display considerable variation between model

results and actual data in the lower portions of Narra-

gansett Bay,

The major contributors to the poor representation

between model and data are chiefly caused by the following

factors - lack of inclusion of any B.O.D. loading due

to the nitrogenous or benthic demands, less than adequate

representation of the actual structure for the vertical

dispersicn coe ficient, need for a biological model to

predict sources of D.O. or B.O.D. caused by interaction

between phvtoplankton and zooplankton populations, lack

of 3cnowledge as to loading distribution over the vertical

sections and only fair estimates of the coefficients for

both reareation and B.O.D. decay. Zn light of all these

difficulties however, the computer model results appear to

be in good agreement with the Narragansett Bay data.

Another important model output is a time varying

plot of the D.O., B.O.D. and tidal height for any particular

location in the estuary. Typical outputs from the model

appear similar to the graph in Fig. 5-l4. Qf particular
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significance is that the variation of D.O. and tidal

height are approximately in phase while the B.O.D. pro-

file is consistently out of phase. Physically this effect

can be quite simply explained. As water progresses up the

Bay  flood, tidal level on the rise! cleaner water  higher

D.O. Levels! characteristic of each higher longitudinal

section number of the Bay is carried up toward Providence,

while the opposite process occurs during ebb tidal flow.

Thus we can see why the D.O, and tidal height are in phase.

Using a similar argument about the B . 0 . D. leve 1 s becoming

higher as one proc eds from the Bay mouth to Providence,

the B.O.D. levels should increase as the tidal flow bbs.

There are however, cases where both the D.O. and B.O.D.

oare in phase but 180 out of phase with the tidal height.

This situation can occur when there is a dip in the

D.O, profile such as seen in Fig. 5-12 in the bottom

values predicted by the model. Also of concern is the

variation in D.O. and B.O.D. levels over a tidal cycle.

Typical changes between mean low water and mean high water

and over all depths range between 10/ and 20/o of the mean

tidal cycle averaged value. These variations appear to be
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considerably smaller than variations noted during the

Engineering Corp Survey  8! of 1959, but the differences

are more than likely attributable to inadequacies in in-

corporating short term and transit phenomena in the present

model development.

Probably the single most important feature of the

model is it ability to predict vertical structure for both

D.O. and B.G.D. The variations over depth in each of these

cases are determined by loading distributions for B.O.D.

and D,O. sources as well as the vertical dispersive struc-

ture, The variations caused by vertical velocity components

has been considered small and thus they hare been neg'ecteQ

in the present modeling effort. To determine the 'oading

distribution for sources of B.O.D. it was assumed that sew-

age discharge was buoyant when entering the estuaries en-

vironment therefore the loading for all cases was evenly

distributed over the top five non-dimensional grids except

when the loading in shallow water areas was large

  rl0,000 lbs. B.O.D./ day!. Xn these cases the load was

evenly distributed over the entire water column. Tn regards

to reareation, it was assumed that oxygen was to enter only
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at the estuarine surface. Defining accurate values for

the vertical dispersion formulation variable coef ficients

was impossible due to lack of any data of this kind for

Narragansett Bay. Hence, the standard Pritchard

constants were used and the results viewed accordingly.

A partial view of the vertical structure has already

been noted in Fig. 5-12 and 5-13 which she~ that the

trends of higher H.O.D,'s and D.O.~s that occur near the

surface have been qualitively predicted by the model.

Figures 5-L5 through 5-20 show comparisons of actual D.O.

field data plotted against depth for several sections of

the Bay, The figure order shows a logical progression f rom

upper to lower Bay vertical D.O. structure. The depths

listed on the figures often do not correspond to actual estuar

depths at those stations, but are actually cross-sectional

averages and should be interpreted in that manner. Careful

observation of Fig. 5-l6 through 5-20 shows a progressive case

of increased vertical mixing as one proceeds from the Prov-

idence Hurricane Barrier to Beavertail at. the mouth of N'ar-

ragansett Bay. This fact has been weLl confirmed by ob-

servation of salinity profiles in the area over many years.
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DISS Qt VKC OXYGEN  D.O.! MG /I

FIG.. S-l6 COMPARISON OF D.O. VS. DEPTH FOR DATA AND ~lOOEL

RZSULTS AT HEAD OF SABIN PT. REACH, PROVZDENC
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The upper boundary condition  Seekonk River - Red Bridge!

area  Fig. 5-15! does not display the severly inhibited

. vertical mixing structure due to the upper boundary con-

dition approximations and Large land and river inflows in

the area. Comparison of the data which have been obtained

from references  8,31,32,33! and a current U.R.I. Bay 'Natch

sampling progr am show that the mode 1 resu L ts are remarkably

good when considering the vertical structure of the dis-

persion coefficient has been take~ from a standard Pritchard

formulation and B.O.D, - D.O. loading distributions have

been rathe crudely approximated. The model results as shown

in the figures represent approximate mean tidal averages

and therefore are subject to a 10-20/ deviation in either

direction due to the influence of a tidal cyclic variation.

Profiles of the vertical structure of B.O.D. have

not been presented since all data sets available have taken

only top and bottom samples of B.O.D. and these zesults have

already been adequately presented in Fig. 5-13, They

however, would more than Likely display a somewhat similar

vertical structure, varying only where large B.O.D. loadings

were made in a given section.
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APPLICATION TO STORbt-SVVAGE OVERFLOW

Once a model has been developed and verified to

predict actual estuary D.O. and B.O.D. levels with a

reasonable accuracy, the next step is to apply that model

to some specific application. To that end the steady

state model for Narragansett Bay was subjected to typical

sewerage overflow characteristics for a one day period

and then allowed to zeach its quasi steady-state value once

again. The level of these overflows was taken as the raw

loadings as given in Table 5-1, while normal loads cor-

respond to river values.

Figures 5-21 and S-22 display the values of the D.O.

and B.O.D. depth-averaged profiles, respectively. From

the insert graph we can determine the approximate time of

overflow conditions and the subsequent return to normal

loading situations. As expected, the levels of D.O. drop

due to the excess loads while the B.O.D, values rise

rather substantially especially in high load azeas, and

both appear to reach their maximum or minimum levels respec-

tively at the end of 40 hrs. This trend is to be expected
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since when the excess loading ceases the process of

S.O.D. decay continues in its customary concentration

dependent manner to decay B.O.D. levels. Variations in

D.O. between initial Levels and minimum value show values

of approximately 2A - 5%, decrease of the initial, while

B.O,D. levels display deviations as Large as 1755 from the

initial value.

It is also noted that in the area of longitudinal

estuary section number 6 and 7 there appear large dif-

ferences in the B.O.D. Levels. This effect for section

number 7 can be explained by an excessively large load in

that grid while the relatively low val e in grid 6 is at-

tributable to a depression of that value caused by the

finite-difference approximation adjustment for the large

point loading in 7 and insufficient local dispersion.

The next major point of interest is to determine

the approximate period of time required for the estuary

to recover from this excess load and return to its normal

quasi.-steady values for both D.O. and B.O.D. With this

goal then the section-depth averaged profiles for D.O. and

S.O.D. were compared to the initial values until agreement
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between the two was achieved - both at the same-depth

averaged value for a given longitudinal section. Pre-

liminary results show that the time from which the excess

laad was stopped to approximate steady state levels oc-

curred in about 2 1/2 days. This number appears reason-

able when compared to the 5-7 day estimate used by the

R.X. Department of Public Health to determine closing

times for the shell fish areas in the upper Bay after

periods of s''gnificant rainfall.

Plots of the vertical structure for the Bay were

not performed since they show similar t-ends as in the

normal sewage loading verification run. t;ariations of

D.O. and B,O. D. levels show the expected increases in B.O.D.

and decrease in D.O, where loading is high and vice versa.

The results of this applicat'on run with the com-

puter model are surprisingly good in giving an order of

magnitude estimate of the "excessive load cleanup time",

considering the numerous gross approximations made in set-

ting up the model parameters. Further work in this area

however, is undoubtedly needed to provide more accurate

predictions.



CHAFTER VI

SUMMATION

CONCLUSIONS

The development of the laterally-averaged mass-

transfer equation and its subsequent f' nite-dif erence

approximation have been shown to be valuable in provid-

ing a vertical water quality structure for a given es-

tuary or estuary river system within a reasonable com-

putational framework regarding Doth computer storage and

run time. Verification of mass conservation and D.O.

B.O.D. reaction scheme have in addition indicated that the

present model development has significant potential for

estuarine water quality prediction.

Simulation runs of the finite-difference computer

model involving the reaction scheme for the B.O.D. � D.O.

system have displayed the models ability to predict. rather

excellent vertical structure definition for D.Q. and re-

asonable values for B.O.D., in addition to which variations

over a tidal cycle show expected phase relationships between
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D.O. and B.O.D. Applications of the model to storm-

sewerage overflow situations has also shown an order of

magnitude estimate comparison with the scanty data avail-

able for "excessive load cleanup times", Hence, in con-

clusion, even considering the gross variations between

estuary geometry and actual conditions with subsequent

changes in tidal flow, crude approximations to the vertical

dispersion coefficient, lack of accounting fo= all. B.O. D.

and D.O. sources and sinks caused by B.O.D. nitrification

and estuarine biology and gross approximations as to the

coefficients or B.O.D. decay and rear=- tion, the model

predictions are surprisingly good,

RECOPBK3DATXOPTS

Although the model results show good agreement to

the data during quasi steady state conditions there are

� considerable problems yet to be tackled which would even

make transit phenomena predictions a possibility. Zn the

following list, recommendations of a specific nature for
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the present Narragansett Bay model will be presented.

�!. A new more realistic tidal hydraulics model

needs to be developed for the area of study

including more accurate representation of

actual estuarine geometry in the upper portion

of the Bay. Possible development of a two

dimensional laterally integrated tidal model

and good one dimensional model is indicated here.

�!. An experimental program should be performed

to determ'ne the vertical dispersion coe-

fficient structure for short term time vary-

ing cases for the Bay. These results can be

compared with Pritchard's work to determine

possible correlation between that formulation

-and actual data.

�!. The distribution of point loadings of B.O. D.

should be further studied to determine a more

reasonable approximation.



�!. The present model should be extended to

include not only carbonaceous B.O.D. loads

but also nitrogenous B.O. D, loading.

The B.O.D. decay coefficients, both carbon-

aceous and nitrogenous, and the reareation

coefficient should be determined from ex-

perimental data and compared w' th existing

f ormu la ti ons .

Modeling efforts should continue in the area

of the estuarine biologi" al sources and

sinks of dissolved oxygen. Both distribut-'on

and times of these loadings are of particular

importance.

�!. Present model work has been terminated at a

simple D.O. - B.O.D. reaction scheme. Obvious

generalizations to other water quality para-

meters, conservative substances and temperature

distributions are indicated.
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 8! . Simulation runs of the conservative mode

model should be performed to determine

limits on the dispersion coefficients to

achieve a solution which adequately conserves

mass for each different estuarine geometry

employed.

 9!. Boundary condition approximation should be

corrected to include transit effects due to

tidal motion, wind, and Land runoff.

�0!. Applications o= the present model to sto m

sewage overflow problems should be continued

with a more realistic estimate of the loading

levels as a function of time after a rainfall

and inclusion of direct land runoff loadings

into the Bay.

!ll!. Xn a more general view the present model

has shown the surface process of reareation to

be rather inadequately defi~ed as regards to

the vertical structure modeling. Also extension



of the present model to handle three

dimensional time varying water quality

predictions driven by a two dimensional

vertically averaged tidal hydraulics model

appears to be within reach by using some of

the larger existing computer facilities

available.

EXTENSION TO ESTUARINE 7>ATZR POLLUTIOH ~SERG=~L...'TT

The present model developmen ha=- ""ov-n hrcugh

verification on Narragansett Bay D.Q. � B.O.D. reaction

scheme, to be of significant use in predicting the vertical

structure of these water quality parameters. It therefore

can be expected that with even better input data for the

system constants that the model will provide a reliable

predictive tool to note changes in estuary conditions under

different loadings of pollution. It has already been shown

xa the application to storm sewage overflow conditions that

the results appear to be qualitatively and quantitatively
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reasonable.

The extension of this work from a simple verifi-

cation process to an actual predictive model marks the

true value of any water quality model. Once this tran-

sition is achieved we then have a model that can aid

in the management of our coastal areas by allowing us

to quantitatively predict the change in water quality

caused by changes in sewage loading, channel dredging,

barrier construction, and methods of sewage treatment,
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NOMKHCLATURE

Estuary cross sectional area

Estuary width

Dissolved oxygen  D.O.! concentration

Coliform bacteria concentration
C

0

Source or sink coliform bacteria
Co

s

C

SAT
Saturation value of dissolved oxygen

Chezy coe f f ic ien t

Partial Differential operato- 3/hc

Partia l Di f f erentia l opera or >/3z

C
z

D

9 X

Laterally averaged vertical  z! dispersion
coefficient

Finite difference recursion value

Dispersion coefficient modification constant

x-directed diffusio~ coefficient
e

X

y-directed dif fusion coef f icient

z-directed diffusion coefficient

Generalized finite difference function

Position function

-211-

Laterally averaged longitudinal  x! dispersion
coefficient



Generalized function operator

Gravitational accelexation

Amplification matrix

Mean sea level  MSL! depth of the estuary

Total estuary depth

Biochemical oxygen demand  B.O.D.j point loads

Reareation coefficient

K

L
W

P
m,n

Numerical..solution of finite di ference equation
for mass concentration p

Finite diffexence recursion value

-2 12-

B.O.D. decay coefficient

Coliform decay coefficient

Reaction matrix

Biochemical oxygen demand  B.O.D.! concentraticn

Linear operator

Wavelength of mass concentration wave

Integer index number for temporal spacing

Characteristic length of channel

Integer index number for longitudinal spacing

Integer index number for vertical spacing

Laterally integrated value of mass concentration P
A

Laterally averaged mass concentration vector

Complex mass concentxation amplitude



Finite Difference recursion value

Richardson number

Hydraulic radius

Laterally integrated value of a source or sink S

Source or sink vector

Conservative constituentS
a

S Source or sink of D.O.

Propaga tion f actor

Lagarangian time scale

Time

Laterally integrated longitudinal velocity  u!

x or longitudinal velocity component.

Uniform flow velocity in the x direction

Perturbation of u velocity component

Local depth averaged velocity distributio~

Friction or shear stress velocity

u*+ rms turbulen t velocuty f luctua tions

y or lateral velocity component

Laterally integrated vertical velocity w
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Ratio of computed to physical mass concentration
wave speeds



Wave height of water wave

Wave period of water wave

Wavelength of water wave

m ar vertical velocity component

Pertubation of w velocity component

Longitudinal direction in orthogonal coordinate
system

Lateral direction in orthogonal coordinate system

Error between numerical and theoretical solutions
of the finite difference equation

Vertical direction in orthogonal coordinate system

Finite difference weight'ng fac or

Reaction matrix weighting factor

Wind induced vertical dispersion emoirical constant

Stability constant for temporal term

Reaction matrix weighting factor

Density structure vertical dispersion empirical
constant

Stability constant for longitudinal term

Stability constant for vertical term

Temporal grid spacing

Longitudinal grid. spacing



h2 Vertical grid spacing

C~ Lateral dispersion coef f icient

Nondimensionalized vertical axis  Z/H !

Turbulent flow induced

Ve~ical dispersion empirical constant

Eigenvalue

Tidal height referenced to mean sea level  MSL!

Stability parameter

Density

Nass concentration of Substance A

Perturbation of P

Wave num'oer for constitue..t j

Half temporal spacing   b,t/2!

Bed shear stress

Characteristic dispersive mixing length

P4

Wave number of constituent j
J
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